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Abstract: The hybrid approach has been widely used in several Natural Language Processing, including Named Entity 

Recognition (NER). This research proposes a NER system for Indonesian News Documents using Hybrid Conditional 

Random Fields (CRF) and K-Means. The hybrid approach is to try incorporating word embedding as a cluster from 

K-Means and take as a feature in CRF. Word embedding is a word representation technique, and it can capture the 

semantic meaning of the words. The clustering result from K-Means shows that similar meaning word is grouped in 

the cluster.  We believe this feature can improve the performance of the baseline model by adding the semantic 

relatedness of the word from the cluster features. Word embedding in this research uses Indonesian Word2Vec. The 

dataset is consisting of 51,241 entities from Indonesian Online News. We conducted some experiments by dividing 

the corpus into training and testing dataset using percentage splitting. We used 4 scenarios for our experiments, which 

are 60-40, 70-30, 80-20, and 90-10. The best performance for our model was achieved in 60-40 scenario with F1-Score 

around 87.18% and also improves about 5.01% compared to the baseline models. We also compare our proposed 

methods with several models, which are BILSTM and BILSTM-CRF, from previous research. The experiments show 

that our model can achieve better performance by giving the best improvement of around 4.3%. 

Keywords: Named entity recognition, Word2Vec, Hybrid approach, CRF, K-means, Indonesian. 

 

 

1. Introduction 

The Hybrid approach has been implemented in 

Natural Language Processing Tasks. Hybrid models 

have been proven to improve the performance of 

various models. Suncong et. al.[1] uses a hybrid 

LSTM and CNN to obtain entities and its relation. 

Another hybrid model in sentiment analysis was 

combining Gradient Boosting Decision Tree and 

Support Vector Machine in [2]. A Hybrid method 

was also developed for Summarization of microblog 

posts [3] and Sentiment Analysis of Political Data [4]. 

The main reason why a hybrid approach is chosen as 

proposed methods is it can combine each model’s 

strength to obtain better performance. 

Named Entity Recognition (NER) task has 

already been developed with Hybrid Model as in [5] 

and [6]. NER is a task to obtain several types of 

entities, such as person, location, or organization 

from text [7]. It has been widely used in several 

Natural Language Research applications, such as 

Fake News Detection [8], Aspect Based Sentiment 

Analysis [9] and Machine Translation [10]. There are 

various other approaches for obtaining named entity, 

such as Conditional Random Fields (CRF) [11, 12], 

Long Short Term Memory (LSTM) [13], moreover 

with Bidirectional Long Short Term Memory 

(BILSTM) [14, 15].  

Ambiguity is the most substantial concern in 

developing NER research. Some entity types in a 

sentence can be misclassified as another type of entity. 

For an example, there is some person name that is 

also a location name in Indonesian. We use a CRF as 

the baseline system, and it appears that some entity 
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has been misclassified. The features that is used in 

this baseline system are the surrounding word and 

syntactic features like Part-Of-Speech (POS).  

However, in recent studies, there are some efforts 

in trying to obtain a word representation from 

unlabelled data. This word representation is known as 

word embedding. Word Embedding has an advantage, 

that it can capture semantic meaning of a words in 

document.  Much research has been done to build 

word embedding, like Word2Vec in [16] and Glove 

in [17]. Numerous research in NER tries 

incorporating word embedding as a feature in the 

supervised classifier like in [18] and [19].   

This study proposes a hybrid model to obtain 

Indonesian Named Entity by incorporating Word 

Embedding into baseline algorithms. Our hybrid 

model is built by combining the word embedding as 

a cluster features into Conditional Random Fields 

(CRF) like the previous study in [18]. We use K-

Means as the clustering algorithm. The clustering 

results will be processed as an additional feature 

besides the standard contextual word and Part-of-

Speech (POS) features into CRF. 

Similar words in word embedding tend to have a 

similar vector. Therefore, these similar words will be 

grouped together in the same cluster. To capture this 

behavior, we use the cluster features in the CRF. It 

will help the CRF to obtain a better result, like a result 

of the previous study in [18]. So, it can be concluded 

that CRF and K-Means have complemented each 

other’s strength in our proposed hybrid model for 

Named Entity Recognition. Word embedding in our 

research is pre-trained Word2Vec based on the 

previous study by [20].  

Based on the methodology that we proposed in 

this study, we will describe several main 

contributions as follows: 

• A hybrid CRF and K-Means clustering 

algorithm are proposed in this study. 

• K-means algorithm is utilized to obtain the word 

cluster from Word2Vec, which significantly 

improves the performance of the algorithms by 

eliminating the ambiguity of misclassified type 

of entity from baseline algorithms. 

• A standard dataset that can be used in Indonesian 

Named Entity Recognition task is rarely to be 

found. In this study, we try to propose this 

dataset as one of the standard datasets for Named 

Entity Recognition task in Indonesian. Our 

dataset was taken from Indonesian Online News 

from various topics.  

This paper is divided into seven parts and 

organized as follows. The first part is the introduction 

in section 1.  Section 2 describes the previous study 

in Named Entity Recognition. Section 3 describes 

how to obtain and construct the dataset for Indonesian 

Named Entity Recognition Dataset. Section 4 

explains about our hybrid models, and section 5 will 

be discussing the experiments. Section 6 and 7 will 

be the last part of this study, that describes about 

discussion, conclusion, and further research.  

2. Related works on named entity 

recognition 

Named Entity Recognition (NER) or proper name 

classification is one of the main components in 

Information Extraction. NER is widely used to detect 

a person’s name, location, and organization in a 

document. However, the entity type can be broadened 

in other kinds of entities according to the needs. As 

one of the vital research in Natural Language 

Processing, NER has become the foundation of other 

NLP tasks such as coreference resolution [21], 

machine translation [10, 22], and question answering 

system [23].  

There are various methods to solve NER; one of 

them is rule-based NER by utilizing a data dictionary 

that consists of country, city, company, and name 

[24]. With the rule-based approach, entity 

recognition is conducted by defining rules about 

words position patterns in a sentence [25]. However, 

with rule-based and dictionary-based approach, there 

is a high dependency on the domain where the rules 

and dictionary were built. Thus the Named Entity 

Recognition will face challenges on a new domain or 

new sentence model. 

Due to the previous limitations, machine learning 

approach is widely implemented in the Named Entity 

Recognition task. Hidden Markov Model (HMM) is 

one of the machine learning algorithms that is used 

beside Conditional Random Fields. NER with HMM 

does not need a language expert. This means it can be 

utilized in any language and could achieve a good 

performance score [26]. However, Conditional 

Random Fields is advantageous compared to HMM 

due to its method, which receives a sequence and 

maximizes conditional probabilities of labels so any 

additional feature could be easily represented. 

Another machine learning approach is by Maximum 

Entropy in [27], which is used to obtain Czech named 

entity. Nonetheless, the shortcoming of Maximum 

Entropy label bias problem could be covered by CRF. 

NER has been implemented in various languages, 

 such as Arabic [28], and especially in Indonesian. 

However, NER in Indonesian has similar challenges 

in English, though the language structure is different.  

 

 



Received:  February 17, 2020.     Revised:  March 15, 2020.                                                                                            235 

International Journal of Intelligent Engineering and Systems, Vol.13, No.3, 2020           DOI: 10.22266/ijies2020.0630.22 

 

Table 1. Related works in Indonesian NER 

No. Authors Tagset Dataset Model 

1 Munarko 

et.al. [11] 

Person, Location, Organization, Other 2000 training 

data from tweet 

Conditional Random Fields 

2 Jaariyah [29] Person, Location, Organization, Other 2231 sentences Conditional Random Fields 

3 Wibawa et.al. 

[30] 

Person, God, Organization, Location, 

Facility, Product, Event, Natural-Object, 

Disease, Color, Timex, Periodx, Numex, 

Countx, Measurement 

457 news 

articles with 

1500 sentences 

Naive Bayes, SVM, Simple 

Logistic 

4 Al-Ash et.al. 

[31] 

Age, Date, Doctor, Hospital, ID, 

Location, Patient, Phone  

888 documents Combination of Long Short 

Term Memory and 

Conditional Random Fields 

5 Wintaka 

et.al.[32] 

Person, Location, Organization 600 Indonesian 

Tweets 

Combination of Bidirectional 

Long Short Term Memory 

and Conditional Random 

Fields 

6 Wibisono 

et.al. [33] 

Person, Organization, Other 2092 sentences Combination of Long Short 

Term Memory and 

Conditional Random Fields 

7 Rachman et. 

al. [34] 

Organization, Person, Location 480 tweets BiDirectional Long Short 

Term Memory 

8 Anggareska 

et. al. [35] 

Object, Location, Time, Condition, Cause, 

Suggestion, Link 

290 tweets Naïve Bayes, SMO, IBK 

 

 

When the NER task is done using a machine learning 

approach, the methods in English can also be 

implemented in Indonesian as in research [29]. The 

research still has an opportunity to be enhanced by 

selecting additional features. 

 Quite a lot of research on Named Entity 

Recognition has been proposed in Indonesian. We 

made a comparison of some research in Indonesian 

that can be seen in Table 1. A study by [30] suggested 

Ensemble Supervised Learning for 15 classes, which 

achieved the best performance with the Simple 

Logistic Algorithm at 52%. This accuracy score also 

could be improved by selecting better features.  

 Another example of Indonesian named entity 

recognition is done on Protected Health Information 

Removal in [31]. In this research, imbalanced data 

was a problem. Thus we provide a dataset with more 

annotation with a total of 51,241 named entity from 

30,407 annotated sentences in this research.  

 In Anggareska et.al. [35], the best combination of 

features and algorithms for Named Entity 

Recognition and Relation Extraction was explored 

with three algorithms, which are Naïve Bayes, SMO, 

and IBK. The best accuracy was obtained with SMO. 

There were still errors which were due to ambiguity. 

Deep Learning also has been explored as a model 

for Named Entity Recognition. A combination of 

Bidirectional LSTM and CRF was proposed in 

Indonesian [32]. However, Deep Learning has high 

computation costs. The previous research also didn’t 

incorporate word embedding, which could have 

improved the performance. Our model achieved good 

results without that disadvantage. Research in 

Indonesian Named Entity Recognition was 

conducted in [11], without a hybrid model and solely 

depended on Conditional Random Field performance 

alone. The performance could be enhanced with the 

hybrid model developed in our research. Wibisono 

et.al.[33] performed Named Entity Recognition 

combining Bidirectional LSTM with CRF. This 

research would result in better performance by 

adding sufficient data in the NER Dataset.  

3. Indonesian named entity recognition 

dataset 

 The dataset used in this research was taken from 

Indonesian online news with a total of 29,587 

webpages taken from CNN Indonesia website. Each 

webpage consists of one news article. Each news 

article was crawled from the website using a crawler 

and performed a preprocessing using several 

processes that are displayed in Fig 1. 

 Web content extraction was done by using regular 

expressions and rules that are formed manually to 

extract the news content from the HTML on the 

webpage. Sentence boundary detection and 

tokenization are done with the help of the Spacy.io 

library with a pre-trained language model for 

Indonesian. The results of this process will then be 

stored as unlabeled data, which later be annotated as 

a Named Entity Recognition dataset in Indonesian. 
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Figure. 2 Dataset Example. 

 

 

 
Figure. 1 Preprocessing for building Indonesian NER 

dataset 

 

The labeling process is carried out by two 

annotators using Brat Annotation Tools [36]. The 

annotation is done by labeling part-of-speech and 

named entity label. The total part-of-speech tags in 

this dataset were 35 and obtained from the previous 

research in [37]. The entity labels have four types, 

namely person (PER), location (LOC), organization 

(ORG), and miscellaneous (MISC). 

Person defines the entity for the name of the 

person. Location defines the entity for the location 

name. Organization is used to define the name of an 

organization. As for miscellaneous, it is used to 

represent entities other than the four types of those 

entities. 

The agreement of the two annotators determines 

the label values in the final dataset. If there exists a 

difference in labels from two annotators, the sentence 

will not be saved as a final dataset. The final dataset 

available in this study consists of 30,407 sentences 

taken from approximately 2000 news documents. 

Examples of sentences used in this research are 

shown in Fig. 2. 

There are 51,241 entities in our dataset. There are 

25,817 person entities with a total of 50.39% from the 

entire dataset. The location entity takes about 12,088, 

which amounts to 23.59% of the whole dataset. The 

number of organization entity is the total of 9,881, or 

19.28% of the total entities in the dataset. The 

miscellaneous types entity amounts to 3,455 with a 

percentage of 6.74% from all entities in the dataset. 

The final dataset will be converted from Brat 

annotation format into BIO for each entity, where: 

a. B (Begin) marks the beginning of a word that is 

an entity. 

b. I (Inside) marks a word that is part of the entity. 

c. O (Outside) marks a word that is not an entity or 

part of an entity. 

The number of labels contained in the document 

for classification is nine, which consists of eight 

entity labels and one O label. Eight labels include 

four types of entities that each of them represented by 

B and I. These nine labels will be guessed by the 

system to produce a set of Named Entities in the 

document. 
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Figure. 3 Hybrid approach for named entity recognition 

 

 

4. Hybrid conditional random fields and k-

means for named entity recognition  

This section will discuss the details of the 

proposed hybrid model. The architecture of the 

proposed hybrid model is found in Fig 3. The 

pseudocode of our proposed system is found in 

Algorithm 1. The training and testing data used in this 

study have been preprocessed using steps displayed 

in Fig. 1. Part-Of-Speech (POS) Tagging will be 

carried out after the preprocessing using tools from 

[37]. 

The algorithms take an input Dtrain which is a 

collection of training sentence S that consists of word, 

part-of speech (POS), and NER label. The first step 

is done by clustering each word in Dtrain using W2V 

model and store it into w_cluster. Each word, POS, 

and label in Dtrain alongside the w_cluster  is used to 

construct the features for NER task. The features used 

by CRF to build the model and save it into CRFModel. 

This model will be used to extract the Named Entity 

in the Dtest, which is the testing document contains the 

testing sentence S that consists of word and part-of-

speech (POS). The named entity label for testing 

documents Dtest is saved in Ytest and return as a result 

of the NER task.  For a detail explanation of K-Means 

and CRF will be described in subsections 4.1 and 4.2. 

 

 

Algorithm 1 Pseudocode for Hybrid NER 

Input    : Dtrain : Training Dataset 

                Dtest  : Testing Dataset 

                W2V: Word2Vec Model 

                 K    : Number of Cluster in K-Means  

Output :  Ytest (NER Label for Dtest) 

Pseudocode for Building the Model 

1. w_cluster = K-Means(Dtrain, K, W2V) 

2. features = [] 

3. target = [] 

4. FOR S IN Dtrain 

5.       FOR word, pos, label IN S 

6.            features.add(extractFeatures(word, pos,  
                                w_cluster)) 

7.                  target.add(label) 

8.           NEXT 

9. NEXT 

10. CRF = initCRFModel() 

11. CRFModel = trainUsingSGD(CRF,features, target) 

12. RETURN w_cluster , CRFModel                    

Pseudocode for Named Entity Recognition 

1. Ytest = [] 

2. FOR S IN Dtest 

3.       FOR word, pos IN S 

4.             features = extractFeatures(word, pos,    

                             w_cluster) 

5.             label = CRFModel.predict(features) 

6.             Ytest.add(label) 

7.       NEXT 

8. NEXT 

9. RETURN Ytest 
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Figure. 4 Word2Vec illustration taken from Mikolov [38] 

4.1 K-means algorithm 

 K-Means are used to form word clusters based on 

the closeness of words in Word Embedding. A group 

of words in a word cluster are words that are 

considered to have the same semantic meaning. It 

believes that the word cluster can improve the 

performance of Conditional Random Fields. 

 The type of word embedding used in this study is 

Word2Vec, which was formed using the SkipGram 

Negative Sampling model [38]. Word2vec has 

several advantages, including being able to describe 

the semantic closeness between words, which can be 

seen in Fig 4.  

 Each word in Fig. 4 is taken from SkipGram 

model for English with a dimension size of 1000. 

These words vector dimension is simplified from 

1000 to 2, so it can be visualized into 2D space using 

PCA Algorithms. The X axis in Fig. 4 indicates the 

first dimension of PCA results, and the Y axis in Fig. 

4 indicates the second dimension of PCA results for 

each word. 

 We carried out some example in Indonesian 

Word2Vec by giving the word based on entity types 

such as person (PER), location (LOC), organization 

(ORG), and miscellaneous (MISC). We try to get the 

top 5 closest words found in the word2vec model. It 

is proving that those words have the same type of 

entity. Details of the results is displayed in Table 2. 

 As an example, from Table 2, given the input 

word Joko, the set of words returned is a row of 

names of people, including Widodo, Bambang, etc. 

For other types such as entity type MISC, given a 

disease name, then the 10 closest words are several 

 

Table 2. Top 5 nearest words in Indonesian language 

Word2Vec  

No. Words Entity 

Type 

Nearest Words 

1 Joko PER Widodo, Bambang, 

Susilo,  Jokowi, 

Wiranto 

2 Surabaya LOC Malang, Semarang, 

Jember, Sidoarjo, 

Madiun  

3 LIPI ORG LEKNAS, PUSLIT 

GFTK, BPPT, 

PUSLITBANG 

4 SARS MISC Coronavirus, Kaposi, 

Zika, Crohn, 

Gastroenteritis 

 

types of diseases and viruses, such as coronavirus, 

zika, and gastroenteritis.  

 It has been concluded that similar words with the 

same meaning tend to be clustered together. In our 

proposed hybrid model, the word cluster is built to 

help CRF improve its performance. Clusters size in 

this research is taken from size k = 100 sd. k = 500. 

A set of words in the training data is used as an input 

to the K-Means Algorithm. The clustering process is 

done by using the vector value from each word in the 

Word2Vec model. 

4.2 Conditional random fields 

This section will describe the Conditional 

Random Fields (CRF) algorithm for Named Entity 

Recognition. Conditional Random Fields is a 

statistical probabilistic graphical model that has been 

utilized for segmenting and labeling sequence data 

and shows an advantage over Hidden Markov Models 

[39]. 

Given a set of words w1, w2, w3, …, wn with POS 

Tag p1,p2,p3,…,pn in sentence S with length n, then it 

will be used as features to guess the correct entity 

label of word wi.. The CRF algorithm uses contextual 

features from around the word wi that was proposed 

at [40], [41]. Other features added in this our 

proposed methodology are prefix+suffix and word 

cluster. Explanation of the features was used in this 

proposed methodology are: 

a. Words Features 

Words appearing around wi words are believed 

can help determine the type of entity. The word 

features of Eq. (1) will be used to predict the 

label of the word wi. 

 

   word(wi) = [w(i-j), … , wi , … ,w(i+j)] (1) 
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where wi is the i-th word in the sentence, and j is 

the window size for contextual features.  

b. Part-Of-Speech (POS) Feature 

Part-of-Speech is a grammatical tagging of the 

word wi in the sentence. The use of POS as a 

feature in NER is very important because it can 

help the model determine the type of entity 

according to the context in the sentence. The 

POS tag feature used can be seen in Eq. (2). 

 

    pos(wi) = [p(i-j), … , pi , … ,p(i+j)]   (2) 

 

where pi is the POS tag of the word i-th in 

sentence, and j is the window size of contextual 

features. 
c. Prefix + Suffix Feature 

In addition to using word features, this research 

adds prefixes and suffixes of the words as 

features. This technique is used to overcome Out 

of Vocabulary (OOV) words that never appear 

in the training data.  

A collection of words that have the same 

prefix and suffix are believed to have the same 

type of entity. Prefixes and suffixes of each word 

feature will be taken from one to three characters. 

The prefix and suffix features can be obtained 

using Eq. (3) and Eq. (4). 

 

   prefix(wi) =[npreff(w(i-j) ,…,w(i+j),1), 

                       npreff(w(i-j) ,…,w(i+j),2) 

                       npreff(w(i-j) ,…,w(i+j),3)] (3) 

 

   suffix(wi) =[nsuff(w(i-j) ,…,w(i+j),1), 

                       nsuff(w(i-j) ,…,w(i+j),2), 

                       nsuff(w(i-j) ,…,w(i+j),3)]  (4) 

 

where npreff(w, n) is a function to get the first n 

characters of the word w, while nsuff(w, n) is a 

function to get the last n characters of the word 

w. The n value of the nsuff and npreff functions 

is one to three. Parameter w in npreff and nsuff 

function is the word being sought for its prefix 

or the suffix. Variable i defines the position of 

the word in the sentence, and j is the window size 

of contextual features. 

d. Word Cluster Feature 

This feature is the clustering result from the K-

Means algorithm. A cluster label for each word 

will be used as features. The equation for 

obtaining this feature is in Eq. (5).  

 

   word_cluster(wi) = [wc(w(i-j)) , … ,wc(wi),   

                                    … , wc(w(i+j))]  

(5) 

 

Where wc(w) is a function to get the cluster label 

for a word w from the k-means cluster results. 

The variable i shows the position of the word w 

in the sentence and j is the window size for 

contextual features. 

Conditional Random Fields (CRF) is a 

probabilistic statistical model that is commonly used 

to label sequence data [39]. One of the CRF models 

is that is widely used in Natural Language Processing 

is Linear-chain CRF. The features used in this 

research will be converted into a feature function 

based on the example in Eq. (6). Yi is the label for 

word i-th in the sentence. Yi-1 is the label of the word 

w(i-1) or the previous word, and xi is the feature for the 

word i-th. As an example, in Eq. (6), the word that 

appear at the i-th position in the sentence is Surabaya. 

Therefore the type of entity result is B-LOC, since 

Surabaya is the capital city of East Java province. 

 

f(yi,yi-1,xi)  =  

{
1, 𝑖𝑓 𝑦𝑖 = 𝐵 − 𝐿𝑂𝐶 𝑎𝑛𝑑 𝑦𝑖−1 = 𝑂                                       

𝑎𝑛𝑑 𝑥𝑖 =  𝑆𝑢𝑟𝑎𝑏𝑎𝑦𝑎                                                       
0, 𝑒𝑙𝑠𝑒                                                                                            

  

(6) 
 

 To perform classification, the CRF algorithm 

will look for maximum conditional probability 

P(Y|X) where Y is the sequence of labels and X is the 

sequence of words. The conditional probability 

model P(Y|X) can be seen in Eq. (7) and Eq. (8). 
    

𝑃(𝑌|𝑋)  =  
1

𝑍(𝑋)
∏ 𝑒𝑥𝑝 ∑ 𝜆𝑖 𝑓(𝑦𝑖 , 𝑦𝑖−1, 𝑥𝑗)𝑀

𝑖 = 1
𝑁
𝑗 = 1

      (7) 

 

𝑍(𝑋)  =  ∑ ∏ 𝑒𝑥𝑝 ∑ 𝜆𝑖 𝑓(𝑦𝑖 , 𝑦𝑖−1, 𝑥𝑗)𝑀
𝑖 = 1

𝑁
𝑗 = 1

𝑌𝑛
𝑖=1  

      (8) 

 

Where N is the number of sequences, M is the number 

of features, i is the parameter for the i-th feature, and 

Yn contains the number of labels that will be 

recognized in the CRF. Parameter  will be optimized 

using the Stochastic Gradient Descent (SGD) 

algorithm by minimizing the loss function based on 

Eq. (9). 

  

𝐿(𝜆, 𝐷) = −𝑙𝑜𝑔 (∏ 𝑃(𝑦𝑘|𝑥𝑘, 𝜆)

𝑌𝑛

𝑘 = 1

) + 𝐶
1

2
|| 𝜆 ||2 

      (9) 

 

On Eq. (9), variable D is training data where D = [(x1, 

y1), (x2, y2), (x3, y3), ..., (xN, yN)]. The variable x in D 

is the sequence of words, and y is the sequence of 

labels. This training data D has the N sequence length. 
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The variable C in Eq. (9) define the L2 Regularization 

parameter for the loss function calculation. 

5. Experiments 

This section will discuss how experiments will be 

carried out. The results of each experiment will be 

analyzed to see the performance of the proposed 

model. 

5.1 Experiments scenario 

In this section, we will discuss our experiment 

scenario that will be done. Word2vec used in this 

study is Skip-Gram, which was formed with Negative 

Sampling. The model was built using Indonesian 

Wikipedia articles with a total of 308,227 articles. 

The experiments will be divided into three scenarios 

which are: 

• Baseline(B): Experiment using standard features, 

which are contextual window word features and 

part-of-speech. 

• Baseline+PrefixSuffix(B+PS): The experiment is 

carried out by adding Prefix and Suffix features 

in the Contextual Window Feature. 

• Baseline+PrefixSuffix+W2V(B+PS+W2V):This 

experiment is done by adding the word cluster 

features obtained from the K-Means algorithm. 

In this experiment, the number of k used was 100 

until 500. 

The performance of our proposed model will be 

evaluated using F1-Score used in CoNLL 2003[42], 

which can be seen in Eq. (10) to Eq. (12). 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2  × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
            (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑛𝑡𝑖𝑡𝑦 𝑓𝑟𝑜𝑚 𝑚𝑜𝑑𝑒𝑙

𝑡𝑜𝑡𝑎𝑙 𝑒𝑛𝑡𝑖𝑡𝑦 𝑓𝑟𝑜𝑚 𝑚𝑜𝑑𝑒𝑙
   (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑒𝑛𝑡𝑖𝑡𝑦 𝑓𝑟𝑜𝑚  𝑚𝑜𝑑𝑒𝑙

𝑡𝑜𝑡𝑎𝑙 𝑔𝑜𝑙𝑑 𝑒𝑛𝑡𝑖𝑡𝑦 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡
        (12) 

 

The experiment will be carried out by dividing the 

amount of training and testing data using percentage 

splitting. The total amount of data used was 30,407 

sentences with four types of entities, namely person 

(PER), organization (ORG), location (LOC), and 

miscellaneous (MISC). The experiment will be 

divided into 4 types, namely by dividing 60-40, 70-

30, 80-20, and 90-10. 

Other experiments were done to compare the 

proposed model in this study with Bidirectional Long 

Short Term Memory (Bi-LSTM) in [34], which is a 

standard model in sequential tagging and also 

 

 
Figure. 5 Comparable models 

 

BILSTM-CRF that already widely used in nowadays 

sequential tagging framework in [32, 33]. We have 

conducted experiments with these previous 

researches with our dataset. An illustration of the 

model compared in this study can be seen in Fig. 5. 

 The Bi-LSTM was compared using two scenarios, 

like in the previous research [34]. The first scenario 

takes an input of word, and part-of-speech (POS) 

called BILSTM+WE+POS. Whereas in the second 

scenario, we use words only as an input called 

BILSTM+WE. The model uses pre-trained 

embedding Word2Vec to represent words while 

embedding for part-of-speech will be trained together 

with the model during learning. And for the third 

scenario for comparison with the BILSTM-CRF, we 

used the same scenario like in [33].  

5.2 Experiments results 

The first experiment was carried out using the 

data-training and testing division of 60-40. The total 

training sentence used in this experiment is 18,245 

sentences, and the testing sentence is 12,162. The 

results of the experiment can be seen in Table 3. 

The second experiment was carried out by 

dividing the whole sentence into 70-30. The total 

training sentence used was 21,284, while for the 

testing sentence, it was 9,123. The results of this 

experiment can be seen in Table 4. 

The third experiment was carried out with the 

data distribution of 80-20. The total sentence used as 

training data in this experiment was 24,325. For the 

entire testing sentence used amounted to 6,082. The 

results of the third experiment can be seen in Table 5. 

The fourth experiment was carried out by 

dividing the data into 90-10. The sentences used as 

training data are 27,366. Whereas for testing, there 

were 3.041. The results of the experiments obtained 

can be seen in Table 6. 
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Table 3. Experiments on 60-40 data distribution 

No Model PER ORG LOC MISC ALL 

1 B 87.06 76.52 84.17 58.92 82.31 

2 B+PS 90.64 82.74 86.98 63.41 86.24 

3 

B+PS 

+W2V 

(100) 

91.92 82.64 88.21 62.93 87.12 

4 

B+PS 

+W2V 

(200) 

92.03 82.79 88.01 63.25 87.18 

5 

B+PS 

+W2V 

(300) 

91.69 82.96 88.03 62.23 86.97 

6 

B+PS 

+W2V 

(400) 

91.58 82.23 88.56 61.44 86.84 

7 

B+PS 

+W2V 

(500) 

91.71 83.02 88.6 63.07 87.18 

 
 Table 4. Experiments on 70-30 data distribution 

No Model PER ORG LOC MISC ALL 

1 B 86.45 76.37 83.77 44.62 81.29 

2 B+PS 89.91 82.79 87.52 48.2 85.38 

3 

B+PS 

+W2V 

(100) 

91.22 81.93 87.63 48.21 85.89 

4 

B+PS 

+W2V 

(200) 

91.55 82.73 87.89 48.43 86.3 

5 

B+PS 

+W2V 

(300) 

91.09 82.26 87.79 48.82 85.97 

6 

B+PS 

+W2V 

(400) 

91.26 82.33 88 48.01 86.06 

7 

B+PS 

+W2V 

(500) 

91.08 82.35 88.22 48.07 86.03 

 

 The fifth experiment was carried out by 

comparing with other models from previous research. 

There are three scenario what already mention in the 

subsection 5.1. Some experimental results can be 

seen in Table 7. 

 Detailed explanation and discussion of 

experiment results will be explained in section 6. 

According to the experiment results, our proposed 

model can achieve better performance compared with 

the baseline and other models. 

6. Discussion 

 Our experiments are done using 2 types of 

scenarios. First is using percentage splitting, and the 

second scenario is done by comparing our methods 

 

Table 5. Experiments on 80-20 data distribution 

No Model PER ORG LOC MISC ALL 

1 B 85.52 79.3 82.78 46.22 80.88 

2 B+PS 89.3 84.02 86.37 52.81 84.92 

3 

B+PS 

+W2V 

(100) 

90.41 82.84 86.65 54.64 85.3 

4 

B+PS 

+W2V 

(200) 

90.67 83.61 86.86 52.54 85.57 

5 

B+PS 

+W2V 

(300) 

90.92 83.62 86.53 52.75 85.64 

6 

B+PS 

+W2V 

(400) 

90.84 83.98 86.66 52.86 85.71 

7 

B+PS 

+W2V 

(500) 

90.64 83.97 87.03 52.25 85.67 

 
Table 6. Experiments on 90-10 data distribution 

No Model PER ORG LOC MISC ALL 

1 B 87.06 76.52 84.17 58.92 82.31 

2 B+PS 88.12 84.05 85.77 52.69 84.13 

3 

B+PS 

+W2V 

(100) 

88.83 83.54 86.74 52.48 84.54 

4 

B+PS 

+W2V 

(200) 

89.01 84.53 86.72 52.63 84.89 

5 

B+PS 

+W2V 

(300) 

89.53 85.13 86.17 51.36 85.1 

6 

B+PS 

+W2V 

(400) 

89.07 84.6 86.68 52.06 84.88 

7 

B+PS 

+W2V 

(500) 

88.8 84.71 86.78 51.71 84.78 

 

with previous research. Each experiment in 

percentage splitting was done using several scenarios 

that describe in subsection 5.1. Each experiment was 

conducted by a combination of from each feature that 

are proposed in this paper.  

 The first experiment was done by using 

percentage splitting on 60-40. The result is shown in 

Table 3. The baseline model only achieved 82.31% 

performance. The combination of baseline and prefix 

suffix for the OOV words can improve the baseline 

into 86.24%. The best performance was obtained 

from two models with cluster size 200 and 500.  

Experiments with 70-30 data splitting in Table 4 gave 

the best results of 86.3% using hybrid CRF and K-

Means models with 200 number of clusters. When 
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Table 7. Performance comparison of our proposed 

methods with other models 

No Model PER ORG LOC MISC ALL 

1 

BI-

LSTM 

+WE 

+POS 

89.93 76.59 81.62 59.48 83.09 

2 
BI-

LSTM 

+WE 
89.33 76.29 80.91 61.10 82.77 

3 
BI-

LSTM 

+CRF 
88.32 76.92  84.93 62.96 83.10 

4 
Our 

Method 
92.03 82.79 88.01 63.25 87.18 

 

compared to the baseline model, the performance of 

the proposed hybrid model increased by 5.01%. On 

the other hand, the performance of the baseline model 

with prefix and suffix alone gives 84.92% 

performance and has a 1.38% difference compared to 

the best model obtained in this study. 

Table 5 shows experiments with 80-20 

percentage splitting, the best performance was 

obtained 85.71% of the hybrid model with the 

number of clusters of 400. When compared to the 

baseline model, the best performance of the hybrid 

model increased by 4.83%. Meanwhile, when 

compared with experiments with baseline and suffix 

prefixes, hybrid models provide an increase of 0.79%. 

 The final experiment for percentage splitting is 

diving by 90-10 on Table 6. The best results obtained 

from the hybrid model with the number of clusters is 

300, which is 85.1%. Experiments with baseline 

models obtained an F1-Score of 82.31%. As for the 

results of experiments with baseline and suffix 

prefixes, we obtained F1-Score of 82.13%. A 

performance increase of 2.97% was obtained from 

the hybrid model compared to the baseline. 

 The experimental results in percentage splitting 

scenario shows that the best performance is obtained 

with the proposed model with the combination of 

Word2Vec cluster features with k = 200. Clusters are 

believed to improve the performance of the model by 

grouping words that have similar meanings. The 

results of using the k value for the K-Means 

algorithm do not give a significant difference in 

performance. However, the use of hybrid models is 

proven to provide improved performance compared 

to several other models. 

 Another contribution offered in this study besides 

the use of Hybrid model, is the use of prefix and 

suffix of a word as a feature of the CRF algorithm. 

The prefix and suffix of a word are believed to help 

the model to determine the type of entity. The same 

type of entity will tend to have the same prefix and 

suffix and can help solve words that are OOV. The 

addition of the suffix prefix feature has increased the 

impact from the proposed baseline model. Proof of 

increasing the results can be seen in Tables 3, 4, 5, 

and 6.  

 In addition to percentage splitting, other 

experiments were carried out by comparing the 

proposed methodology with the previous research. 

We make a comparison with two models that are 

widely used in NER. First is we compare with the 

BILSTM model and BILSTM-CRF. The BILSTM 

was trained using two types of combination input, 

namely word, and POS.  

 The result of our proposed method can give a 

better performance compared to this model. Our 

model can achieve better performance by 4.09% 

compare to the BISTLM that uses Word Embedding 

and POS Embedding. The second comparison was 

made by taking only the Word Embedding as an input 

to the BILSTM. The result shows that our model can 

achieve better performance by 4.41%. Another type 

of model was used as a second model. This model is 

BILSTM-CRF that taken from previous research. 

BILSTM-CRF was one of the current state-of-the art 

algorithms in sequential neural tagging. The results 

of the proposed model in this study reveal a 

performance increase of 4.7% for BILSTM-CRF.  

 When we look to the result of NER, the worst 

performance is achieved by miscellaneous entity type, 

and the best performance was taken from person 

entity type. The combination of entity types that are 

categorized as miscellaneous causes ambiguity. The 

ambiguity in the miscellaneous entity type in this 

recognition causes the performance of the model to 

be unstable and tends to fail to be recognized.  

 Based on the experiments, the performance of the 

proposed model can provide a fairly good 

performance. Thus, the proposed method is expected 

to be one of the state-of-the-art for NER in 

Indonesian. 

7. Conclusions and further research 

 From the results of the experiments performed, 

the proposed hybrid model has the best result of 

87.18% with the training and testing data splitting of 

60-40. The performance of the methods offered can 

provide the best improvement on average by 4.37% 

from all the experiments. When we compare the 

model with other models, we can get better 

performance on average by 4.25%. The hybrid model 

achieved better results compared to the baseline 

single model. 

 The word clusters in this research greatly affected 

the performance of the CRF, even though the value 
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of the F1-Score didn’t change significantly. The best 

result from all experiments is obtained with 

parameter k=200 of the K-Means Algorithm. In 

future works, we need to determine the optimal 

number of clusters in order to obtain maximum 

results. 

 The experiments that have been conducted prove 

an excellent performance in NER task for Indonesian. 

The comparison with the previous works shows that 

our model can achieve better performance with 

averaging 4.3% compared to the existing techniques 

with the Deep Learning approach. The comparable 

models also require a lot of data and had to handle 

imbalanced data.  

 Our proposed method is a combination of two 

models which are CRF as the state-of-the-art 

algorithm for Named Entity Recognition that is 

widely used as the state-of-the art approach before the 

Deep Learning Era. Additionally, word 

representation is done by applying word embedding 

in current research. However, it is a challenging task 

to integrate the continuous vector to the graphical 

model like Linear Chain CRF.  

 Thus, with our proposed model, we used K-

Means to make word clusters as a feature that could 

be incorporated into CRF. Based on our experiments 

in this paper, our proposed method worked well 

compared to the standard CRF that is widely used in 

Named Entity Recognition. However, for future 

research, a comparison can be made for other word 

embedding methods, such as fastText and Glove.  
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