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Abstract: Classification of human face images into emotion categories is a hard challenge. Deep learning is mostly 

effective for this task. In this paper, we propose a facial emotions recognition system based on Deep Belief Networks 

(DBNs) and Quantum Particle Swarm Optimization (QPSO). The proposed methodology is composed of four 

phases: first, the input image is preprocessed by cropping the Region Of Interest (ROI) in order to get the desired 

region and discard non-significant parts. Second, the ROI is divided into many blocks and then the integral image is 

utilized to determine the superior (most efficient) blocks. Third, image down sampling algorithm is adapted to 

reduce the size of the new sub image in order to improve the system performance. Fourth, the emotion's class is 

identified using the DBN. Instead of adapting DBN parameters manually, QPSO is used to automatically optimize 

DBN parameters' values. The proposed algorithm has been applied to the Japanese female facial expression (JAFFE) 

and FER-2013 datasets.   By applying the proposed algorithm, the computation time is reduced effectively by about 

62% on the whole JAFFE and 82% on the whole FER-2013 datasets. Whereas, the accuracy is retained at 97.2% and 

68.1% on JAFFE and FER-2013 datasets respectively. 

Keywords: Emotion recognition, Deep learning, Deep belief networks (DBNs), Integral image, Quantum particle 

swarm optimization (QPSO). 

 

 

1. Introduction 

Two decades ago, the facial emotion 

(expression) recognition (FER) has become one of 

the hottest disciplines in computer science. Many 

FER based applications have risen. They include -

but are not limited to- human-computer interaction 

(HCI), animation, computer vision and pattern 

recognition [1-3]. Indeed, the recognition of facial 

expressions is a difficult problem for machine 

learning techniques   as long as people don't show 

their expressions in the same way. Deep learning is 

a new area of research under the machine learning 

umbrella which can classify human faces' emotions 

into many classes effectively. The research in facial 

expression analysis is basically relaying upon the 

detection of basic emotions [13]; happiness, anger, 

disgust, sadness, fear and surprise. Any FER system 

may be composed of three phases: First, facial 

emotions detection; this includes detecting facial 

components (e.g., eyes, mouth and nose) or some 

key points from the facial image. Second, facial 

expressions extraction: variety of methods are used 

to extract temporal or spatial features such that: 

Principal Component Analysis(PCA), Local Binary 

Pattern(LBP), Scal-invariant feature transform 

(SIFT), etc. Third, emotion classification: FER is 

accomplished by applying an expression classifier 

such as support vector machine (SVM), K-Nearest 

Neighbour (K-NN) and AdaBoost to identify the 

expression's class [3]. Most of these works focus on 

the accuracy and ignore the computation time which 

is an important factor especially when we handle 

large dataset. Thus, many algorithms consume large 

time through the training process. This drawback 

was the motivation to propose an accurate and fast 
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algorithm. The major contributions of this work are: 

1) Reducing the computation time. This is done by 

selecting the blocks in the emotion image based on 

the integral image and then applying image down 

sampling algorithm to reduce image size. 2) 

Adapting DBN structure parameters automatically 

by employing quantum particle swarm optimization 

to ameliorate the results. This paper is organized as 

follows: in the next section, related works are shown. 

Section 3 provides details of Deep Belief Networks 

and Quantum Particle Swarm Optimization. The 

methodology of this work is described in section 4. 

Section 5 shows the experimental results and finally 

section 6 presents the paper's conclusion. 

2. Literature survey  

Many approaches have been proposed to 

overcome the different challenges in Facial 

emotions recognition (FER) systems. These 

approaches may be categorized into two groups, 

conventional FER and deep learning approaches. 

Conventional approaches are mainly depending on 

the manual feature engineering.  After image pre-

processing, the procedure in such approaches 

extracts the facial features then classifies the test 

image into the corresponding label.  The feature 

extraction approaches that are frequently used in 

FER systems focus on extracting appearance 

features, geometric features, or a hybrid of 

geometric and appearance features. These 

approaches include Local Binary Pattern (LBP) [56], 

Haar-like feature [63], Directional Ternary Pattern 

(DTP) [6], Local Phase Quantization (LPQ) [7], 

Gabor descriptor [15, 16] and Principal Component 

Analysis (PCA) [2].   After feature extraction, the 

facial expression can be classified to the correct 

label by applying the proper classifier.  Support 

Vector Machine (SVM) [2,48], KNN algorithm [14, 

15, 16], Naive Bayes classifier [50,51], An 

AdaBoost [1,52,53] and Sparse Representation-

based Classifier(SCR) [7,54] are the common 

classifiers used with the conventional approaches. 

Deep learning techniques perform better than 

conventional ones in many machine learning tasks 

including [49] target detection, identification and 

classification. In addition, they are convenient to 

handle large scale data in effective manner [53]. 

Deep learning approaches composed of: 

Convolutional Neural Network (CNN), Deep Belief 

Network (DBN), Recurrent neural network (RNN) 

and Generative Adversarial Network (GAN). 

Convolutional Neural Network (CNN) is simply 

neural network that employs convolution in place of 

general matrix multiplication in one or more of their 

layers. CNNs convert data pattern into more 

complex patterns using smaller and simpler patterns. 

CNNs based algorithm has been proposed in [11] for 

FER. The architecture of the network is fine-tuned 

with Visual Geometry Group model (VGG) to 

improve results. A deep learning approach based on 

attentional convolutional network was proposed.  

The approach focuses on important parts of the face 

by using a visualization technique [8]. Authors in 

[12] employ CNN to recognize Facial action units 

(AUs) to produce the seven basic emotion states. 

The work [55] introduced two versions of ACNN 

(Convolution Neutral Network with Attention 

mechanism) to combine local patches with global 

images. Deep Belief Network (DBN) is a 

probabilistic generative model which is composed of 

multiple layers of stochastic and latent variables 

[32]. It is based on Restricted Boltzmann Machine 

(RBM) and its feature extraction of input signal is 

unsupervised and abstract. By combining DBN with 

other components, it has proved to be an effective 

FER approach. Yang [37] proposed a deep FER 

system. The proposed system trains the Restricted 

Boltzmann Machine (RBM) network using the 

training sample set to obtain its probability 

distribution model.  A Boosted Deep Belief Network 

(BDBN) has been proposed in [29] to perform FER 

iteratively. A set of effective features can be learned 

and selected to form a boosted strong classifier in a 

statistical way. The LBP [36], local ternary pattern 

(LTP) [9] and The Local directional position pattern 

(LDPP) [30] algorithms have been utilized to extract 

features for FER systems. Then, the extracted 

features have been trained using DBN. Recurrent 

neural network (RNN) is a type of neural networks 

where the output from previous step are fed as input 

to the current step. Training of RNN is very difficult 

task. But it can be used with convolutional layers to 

extend the effective pixel neighborhood. In addition, 

it remembers each information through time which 

useful in time series prediction, this is called Long 

Short Term Memory (LSTM). The LSTM has been 

used with modified versions of CNNs to learn and 

classify the features for FER systems [4, 24, 57]. 

Generative Adversarial Network (GAN) has been 

proposed as a form of generative model for an 

unsupervised learning composed of a generative and 

a discriminative Miscellaneous application [59]. A 

multi-task GAN-based learning approach has been 

proposed for multi-view FER [60]. The research 

[61] proposed an end-to-end GAN-based model. the 

proposed model can automatically generate face 

images with arbitrary expressions and head- poses. 

GANs have been utilized with CNN to train the 
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generator of six basic expressions from the facial 

image in [62]. 

3. The basic components in the proposed 

model  

The proposed model is relying on DBN and 

QPSO algorithms. The structure of such algorithms 

has been explained as follows: 

3.1 Deep belief networks (DBNs) 

Hinton proposed a fast and greedy algorithm that 

can learn deep, directed belief networks; one layer at 

a time.  The top two layers form an undirected 

associative memory [31]. DBN is a probabilistic 

generative model composed of multiple layers of 

stochastic and latent variables [32]. The two most 

significant properties of deep belief nets are 

implementing an efficient, layer-by-layer learning 

procedure and the inference required for forming a 

percept is both fast and accurate. Figure 1shows 

generative model of DBN with one visible layer and 

three hidden layers' network. 

The generative network generates candidates from 

input data while 

the discriminative network evaluates them. It can be 

adopted to generate unique and realistic facial 

images and other.  

Learning the probability distribution of the input 

data distinguishes DBNs. In DBNs, the Restricted 

Boltzmann Machine (RBM) has the ability to 

represent data features, thus it is used to build their 

basic structure. RBM has two layers; a visible layer 

and a hidden one. Figure 2 shows the basic RBM 

model.  

 

 
Figure. 1 Generative model of DBN with 1 visible and 3 

hidden layers 

 

 
Figure. 2 Basic model of Restricted Boltzmann machine 

 

In RBM with one hidden layer, consider n units 

in the visible layer v and m units in the hidden layer 

h; the energy function is given by [33]: 

 

𝐸(𝑣. ℎ ) = − ∑ 𝑣𝑖ℎ𝑗𝑤𝑖𝑗

𝑖.𝑗

− ∑ 𝑎𝑖𝑣𝑖

𝑖

− ∑ 𝑏𝑗ℎ𝑗

𝑗

 

(1)  

 

where wij is the connection weight and ai, bj are the 

biases of two layers. i=1, 2, ...n, j=1, 2,..., m.  

According to the energy function, the joint 

probability p(v, h) of visible and hidden variables v, 

h is assigned by the following equation: 

 

𝑝(𝑣. ℎ) =
1

𝑧
∑ 𝑒−𝐸(𝑣.ℎ)

ℎ                      (2)                                                        

 

Where     𝑧 = ∑ 𝑒𝑣.ℎ
−𝐸(𝑣.ℎ)

  refers to the partition 

function. Among all hidden units, the activation 

status is conditionally independent. Thus, the 

activation probability of the j-th hidden unit may be 

expressed as: 

 

𝑝(ℎ𝑗 = 1|𝑣) = 𝜎(𝑏𝑗 + ∑ 𝑣𝑖𝑤𝑖𝑗𝑖 )             (3)  

                                            

In the same time, the activation probability of the  

i-th visible unit is: 

 

𝑝(𝑣𝑖 = 1|ℎ) = 𝜎(𝑎𝑖 + ∑ 𝑤𝑖𝑗ℎ𝑗𝑗 )             (4)                                       

 

σ is the sigmoid function. According to [39], the 

sigmoid has the form: 

 

𝜎(𝑥) =
1

1+𝑒−𝑥                              (5)                                                                           

 

Learning RBM parameters can be accomplished 

efficiently by maximizing the log-likelihood for the 

training data using the gradient ascent [39]. Gibbs 
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sampling approach was first used to achieve 

maximum likelihood estimation. It should be used 

iteratively in order to achieve a better approximation 

especially when it is used to learn a huge amount of 

objects. In the training procedure, Gibbs sampling 

method utilizes gradient ascent.  Gradient updating 

follows the formula: 

 
𝜕 log 𝑝(𝑣)

𝜕𝑤𝑖𝑗
=< 𝑣𝑖ℎ𝑗 >𝑑𝑎𝑡𝑎−  < 𝑣𝑖ℎ𝑗 >𝑟𝑒𝑐𝑜𝑛𝑠𝑡    (6)                               

 

Where < 𝑣𝑖ℎ𝑗 >𝑑𝑎𝑡𝑎 is the obtained distribution by 

input data vector and  < 𝑣𝑖ℎ𝑗 >𝑟𝑒𝑐𝑜𝑛𝑠𝑡        

represents the expected distribution specified by 

RBM model [34, 36]. Contrast divergence (CD) has 

been proposed by Hinton in order to increase 

learning speed of RBM. The CD algorithm 

reconstructs the training sample distribution by 

replacing an approximate model of the original 

Gibbs sampling. It improves the RBM model 

training efficiency. The CD Parameters may be 

updated as follows [37]: 

 

∆𝑤𝑖𝑗 = 𝛾(< 𝑣𝑖ℎ𝑗 >𝑑𝑎𝑡𝑎  − < 𝑣𝑖ℎ𝑗 >𝑟𝑒𝑐𝑜𝑛𝑠𝑡)   (7)                              

                                        

∆𝑎𝑖 = 𝛾(< 𝑣𝑖 >𝑑𝑎𝑡𝑎  − < 𝑣𝑖 >𝑟𝑒𝑐𝑜𝑛𝑠𝑡)            (8) 

 

 ∆𝑏𝑗 = 𝛾(< ℎ𝑗 >𝑑𝑎𝑡𝑎 − < ℎ𝑗 >𝑟𝑒𝑐𝑜𝑛𝑠𝑡)            (9)                                                                    

 

Where 𝛾 is the learning rate [35, 39]. The updated 

weights are computed according to: 

 

𝑤𝑖𝑗(𝑡 + 1) = 𝑤𝑖𝑗(𝑡) + ∆𝑤𝑖𝑗                          (10)                                                      

 

In order to speed up training, Fine-tuning DBNs 

(refers to transfer learning) will be applied. In 

transfer learning, knowledge gain during training in 

a task is utilized to train another related one.  During 

transfer learning, last few layers of the trained 

network can be replaced with fresh layers for 

targeted process. The fine-tuned learning is more 

accurate and less costly than learning from scratch 

[38]. A single layer of a back Propagation (BP) 

network is sufficient for fine-tuning. 

3.2 Quantum particle swarm optimization 

Particle Swarm Optimization (PSO) is a 

stochastic optimization; it can simulate the behavior 

of some animal societies such as: Schools of fishes 

and flocks of birds [20]. The QPSO algorithm forces 

the particles to mimic the behavior of particles in the 

quantum mechanics space [19]. The advantage of 

QPSO is that it has a smaller number of parameters 

in the adaptation process than the PSO [21]. The 

particle in the quantum space uses the wave function 

ᴪ. The square of the wave function   | ᴪ |2 represents 

the probability density of particles to appear in some 

position. The probability density function satisfies 

the following normalization condition:  

          

∫ |ᴪ|2+∞

−∞
𝑑𝑥𝑑𝑦𝑑𝑧 = 1                      (11)                                                                                                                                                              

 

Assume that each particle has 𝐷 dimensions in 

quantum space which consists of 𝑛 particles 

(population). Thus the position of any particle is 𝑥 =
(𝑥1. 𝑥2. ⋯ . 𝑥𝐷);  By applying stochastic simulation 

of Monte Carlo standards on Eq. (11), the position 

of the particle can be obtained as follows: 

     

𝑥 = 𝑞 +
𝐿

2
 ∙ ln(

1

𝑢
)                        (12)                                                                                                           

                                                                                            

Whereas q refers to the local attractor. The 

parameter u is a random number uniformly 

distributed between 0 and 1 as in [22, 23]. In the 

PSO algorithm, each particle has its own local 

attractor which has components in D dimensions  

𝑞 = (𝑞1‚ 𝑞2‚…‚𝑞𝐷). The local attractor guarantees the 

convergence of the PSO to the correct position. It 

can be described for the ith particle by:      

         

𝑞𝑖𝑑 = 𝛼 ∙ 𝑝𝑏𝑒𝑠𝑡𝑖𝑑 + (1 − 𝛼) ∙  𝑔𝑏𝑒𝑠𝑡𝑑        (13)                                                                                                                              

 

Where d=1, 2, …, D and i=1, 2, …, n. Both pbest 

and gbest are the best position (in the current 

iteration) and global best positions (the best position 

in all previous iterations) [58]. 𝛼  is a random 

number in the interval [0, 1]. The variable L in Eq. 

(12) will be computed as the formula L=2β ∙ |mbestid 

– xid|. Where the parameter β is called the 

"Contraction-Expansion Coefficient" [20] and mbest 

is the mean value of the best positions of all 

particles. It was proposed to avoid the premature 

convergence. Hence, the position of each particle 

can be updated according the equation: 

          

𝑥𝑖𝑑(𝑡 + 1) = 𝑞𝑖𝑑 + 𝛽 ∙ |𝑚𝑏𝑒𝑠𝑡𝑑 − 𝑥𝑖𝑑(𝑡)| ∙ ln(
1

𝑢
) 

(14)                                                                

 

According to Eq. (14), the particle's position in the 

next iteration depends on the local attractor, average 

(mean) positions and particle's position in the 

current iteration. The fitness function is used to 

choose the optimum values (which may be pbest or 

gbest). The form of fitness function depends on the 

problem that QPSO solves. 
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Figure. 3 Proposed algorithm for emotion recognition 

4. Methodology 

The different steps of the proposed algorithm are 

image preprocessing, image blocking, blocks 

selection, image down sampling, and finally 

emotion classification, see Fig. 3. 

The details of the proposed algorithm are 

described hereafter:  

 Image preprocessing: in this step, Viola and 

Jones algorithm [5] is adapted to detect the ROI 

then the redundant regions at the image 

boundary are removed.  

 Image blocking: the ROI is divided into a 

number of blocks (sub regions). All blocks 

have the same size and dimensions. 

 Blocks selection: in order to select the superior 

blocks, the integral image [17, 18] is computed 

independently for each block to produce a 

matrix G. Then, for every block, the last value 

V in the matrix G is used to decide whether that 

block will be selected or rejected. Therefore, 

the blocks that have a small value of V are the 

best. The integral image is fast and efficient for 

generating the sum of values in a rectangular 

subset of a grid. 

 Image down sampling: in order to speed up the 

computations and enhance the accuracy, down 

sampling technique is used to reduce the size of 

the image. Computations speed depends on 

number of nodes in the visible layer which 

depends on the number of pixels in the input 

image. 

 DBN based classification: classification process 

is accomplished by using the DBNs classifier.  

The input image' values are received by the first 

layer of RBM and each value represents a node 

in the visible layer. During the DBN learning 

process, many parameters of the DBN 

architecture require the setting up and 

configuration. The number of the hidden units n, 

the weight decay λ, the learning rate 𝛾 and the 

momentum φ are the important parameters.  

Instead of adapting these parameters manually, 

QPSO can effectively perform this task. The 

general procedure of QPSO is as follows: 1) 

Parameters' values are initialized. 2) The fitness 

function is calculated for each particle. 3) Local 

and global bests are updated. 4) Parameters' 

values are updated according to Eq. (14) above.  

5) Repeat steps from 2 to 4 until stopping 

condition is met. In order to speed up the 

evaluation process, many methods were 

proposed [40, 41, and 42]. A hybrid algorithm 

has been constructed as follows: first, a partial 

dataset is selected randomly to perform 

parameters optimization. Second, the stability 

(S) of candidate solutions (candidate 

parameters' values) is computed according to 

the following equation: 

 

    𝑆 =
𝜇

𝜎⁄ ,                               (15) 

                                                      

Where     𝜇 =
∑ 𝐶𝑖

𝑘𝑁
𝑖

𝑁
     and     𝜎 = √∑ (𝐶𝑖

𝑘− 𝜇)2 𝑁 
𝑖

𝑁
 

 

C is the accuracy classification obtained by the 

candidate parameters, while N is the number of 

solutions.  Third, if the solutions' performances are 

relatively stable, then there is no need to continue 

the training process and thus cut the current epoch. 

The selected set of parameters is sent to the DBN 

classifier to classify the images of the test set. 

5. Experimental results 

The proposed system's training and testing has 

been accomplished on two popular datasets. The 

first is the Japanese female facial expression 

(JAFFE) dataset. The JAFFE dataset had been 

developed by Kyushu University (Japan) in 1997. It 

consists of 213 images picked up for 10 Japanese 

female subjects. Each female has 7 facial 

expressions which are happiness, sadness, anger, 

disgust, fear, surprise and neutral [25, 26]. Every 

expression is implemented by three samples for all 

subjects (total 10 subjects). Thus, 210 images have 

been used from the dataset. Fig. 4 (a) shows some 

samples from the JAFFE dataset. The second dataset 

is FER-2013 which was collected using the Google 
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Figure. 4 Dataset: (a) samples from JAFFE dataset [43] and (b) samples from FER-2013 dataset [47] 

 

Table 1. The accuracy and the time for different layers on JAFFE dataset 

Alg.            layer 
2 3 4 5 6 7 

Acc. T Acc. T Acc. T Acc. T Acc. T Acc. T 

Nearst 90 2.15 93.0 2.3 97 2.6 93.2 2.9 93 3.1 93.0 3.4 

Bilinear 93 2.20 97.0 2.27 94 2.7 94.3 2.8 93 3.0 93.0 3.5 

Bicubic 93 2.21 94.0 2.4 94 2.7 96.0 3.0 96 3.3 94.0 3.6 

Lanczos2 90 2.15 95.0 2.6 92 2.8 94.6 3.0 92 3.2 93.0 3.5 

DWT 93 2.20 92.7 2.4 93 2.7 93.0 3.0 93 3.2 93.4 3.4 

 

 

image search API research project. This dataset 

consists of 35,887 gray scale images of 48 × 48 

pixels [43]. Faces registration has been done 

automatically so that many faces were not centered 

and occupy different positions in the image. They 

might have low contrast or face occlusion as in Fig. 

4 (b). 

The original scale of any image in the JAFFE 

dataset is 256 × 256 pixels. Table 1 shows the 

accuracy and computation time after applying 

different down sampling algorithms. The results of 

using nearest, bilinear, bicubic, Lanczos2 

interpolation and DWT have been compared. The 

time in all the tables indicates the time required for 

image processing till DBN training process.  We 

introduce a new parameter "performance" defined as 

follows:  

 

Performance = (accuracy / time) × bf         (17) 

                                                 

Where bf is a balance factor and bf  ∈
{… ; 0.4 ; 0.6 ; 0.8 ; 1 ; 1.2 ; 1.4 ; 1.6; … } .  

The training set consists of 28,709 images, while 

each of the validation and test set includes 3,589 

images. In this paper, the accuracy is computed 

according to the following formula [27]:  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                (16)  

 

Where TP, TN, FP and FN are true positive, true 

negative, false positive and false negative 

respectively.  

In Table 1, The nearest interpolation at 4 layers 

DBN and bilinear interpolation at 3 layers DBN 

have the best accuracy. The bf is chosen to equal 1 

and the resized images are 40 × 60 pixels for all 

down sampling algorithms. In order to differentiate 

between down sampling algorithms, the accuracy 

and computation time are considered to compute the 

performance as in Eq. (17).  Thus, the performance 

of Bilinear interpolation is 42.7 while it equals 37 in 

the case of using Nearest interpolation as reported in 

Table 2. Therefore, the Bilinear interpolation is 

chosen to perform image down sampling in JAFFE 

dataset. The performance of different down 

sampling algorithms is shown in Fig. 5. 

 
Table 2. The performance at different number of 

layers  in  JAFFE dataset 

      layers 

Alg.           

2 3 4 5 6 7 

Nearst 41.8 40.4 37 32.1 30 27.3 

Bilinear 42.2 42.7 39 34.0 31 26.5 

Bicubic 42.0 39.1 35 33.3 29 26.0 

Lanczos2 41.8 36.5 33 31.5 29 26.6 

DWT 42.3 38.5 34 31.0 29 27.5 
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Table 4. The accuracy and the time at different number of layers  in FER-2013 

Alg.         layers 
2 3 4 5 6 7 

Acc. T Acc. T Acc. T Acc. T Acc. T Acc. T 

Nearst 65.5 77 68 71 67 75 63 76 63 77 63 79 

Bilinear 66 79 66.5 78 65 79 64 80 66 82 65 84 

Bicubic 63 81 66 78 65 81 65 82 65 83 65 85 

Lanczos2 64 80 65 78 66 80 65 81 63 83 65 84 

DWT 64.5 78 63 71 65 75 63.3 75 62 77 63 79 

 

 

 
Figure. 5 The performance of down sampling alg. relying 

on number of layers on JAFFE dataset 

 

 

 
Figure. 6 The performance at different image dimensions 

on JAFFE dataset 

 

According to table 3, the best image size is 40× 

60 pixels at 3 layers DBN based on bilinear down 

sampling. The accuracy at size 71  ×  121 is 

considered as the base and any increasing in the 

 

 

 
Figure. 7 The performance of down sampling relying 

 on number of layers on FER-2013 dataset 

 

accuracy will increase bf  by 0.2 and vice versa. The 

results have been shown graphically in Fig.  6. 

Table 4 presents the accuracy and the time of the 

proposed algorithm on FER-2013 dataset. The 

nearest interpolation has the best accuracy 68.1% 

through 71 seconds. All down sampling algorithms 

have been tested at 20× 20 image size with 3 layer 

DBN. 10000 images  from FER-2013 were utilized 

in order to compare the performance of the previous 

algorithms. 

The performance was  measured as in Table 5. 

Fig. 7 shows the performance at different layers for 

image resize algorithms. Increasing the number of 

DBN layers may slightly increase the accuracy but it 

consumes more time.  Therefore, the performance 

may decrease despite increasing number of layers. 

 

Table 5. The performance at different number of 

layers  in FER-2013 dataset 

     Layers  

Alg    

2 3 4 5 6 7 

Nearst .85 .96 .89 .83 .81 .80 

Bilinear .84 .85 .73 .80 .80 .77 

Bicubic .78 .75 .80 .79 .78 .76 

Lanczos2 .80 .83 .82 .80 .76 .77 

DWT .82 .89 .76 .84 .80 .8 

Table 3. The accuracy, time and performance at 

different dimensions on  JAFFE  dataset 

Dimenions Acc. (%) Time (sec) Perforance 

71 × 121 96 4.35 22.0 

40  ×  60 97 2.27 51.2 

30  ×  30 94 1.90 29.7 

20 ×  20 94 1.50 37.6 

10 ×  10 92 1.37 33.5 
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Table 6. The performance at different dimensions 

in FER2013 dataset 

Dimenion

s 

Acc. Time (sec) Performancece 

28      48 67.0 1290 .05    

30       30 67.0 898 .07      

20       20 68.1 490 .17      

15       15 66.0 330 .16   

10      10 64.0 203 .13 

 

 
Figure. 8 The performance at different image dimensions 

on FER- 2013 dataset 

 

Table 6 includes the performance of our system 

at different dimensions of the image. At the size 20 

× 20, the performance has the best value based on 

nearest interpolation. Fig. 8 shows the results 

graphically. 

QPSO algorithm is utilized to adapt the DBN 

parameters because it has the advantage over the 

traditional PSO algorithm especially in computation 

time [10]. The QPSO parameters are adapted as 

follows: Population size = 20, Maximum iterations  

= 100 and 𝛽 = 0.75.  In the above mentioned DBN 

experiments, the stopping criterion is either reaching 

maximum iteration or achieving stability condition 

as in Eq. (15). The number of neurons (units) in the 

visible layer must be equal to the number of values 

(pixels) in the input image. whereas the number of 

neurons in the next hidden layers is adapted by 

QPSO to be 1000, 100 and 7. In all experiments just 

three hidden layers of DBN were constructed. The 

scope of DBN parameters is obtained as follows: 

Number of hidden units ∈ [100, 2000], Weight decay 

∈ [0.00001,0.01], learning rate ∈  [0.1, 0.9] and 

momentum ∈  [0, 1]. As mentioned before, the 

proposed algorithm rejects the non-significant 

blocks and construct the ROI from the selected ones. 

This forms a new sub image. Since the new sub 

image is smaller than the original one and its size is 

reduced, it will consume less time for training. Table 

 

Table 7. The accuracy and time before and after 

selecting blocks and reducing the image size 

Dataset         
Before   After  

Acc.  Time(s) Acc. Time(s) 

JAFFE 96.0 5.9 97.2 2.27 

FER-2013 66.3 2.8× 103 68.1 490 

 
Table 8. Some of previous works in emotion analysis 

based on JAFFE dataset 

Literature Method Classifier Acc.  

[1] t-SNE AdaBoost 94.50 

[28] LFDA KNN 94.30 

[9] LDN SVM 83.30 
[13] LBP + LDA SVM 92.22 

[29] BDBN DBN 93.00 

[36] LBP+ DBN DBN 87.60 

[37] DBN DBN 98.75  

[6] DTP SVM 92.45 

Proposed DBN+QPSO DBN 97.20 

 
Table 9. Some of previous works in emotion 

analysis based on FER-2013 dataset 

Literature Method Classifier Acc.  

[44] GoogleNet CNN 65.2 

[45] VGG+SVM  SVM 66.3 

[46] CNN  CNN 66.4 

Proposed DBN+ QPSO DBN          68.1 

 

7 summarizes the results before and after reducing 

the size of image. 

In JAFFE, 7 images (one image from each 

emotion for one person) were used for testing and 

63 images (one image from each emotion for nine 

persons) were used for training. Thus, the computed 

time is the total time required for processing 70 

images. It is obvious, the time has been decreased 

by 62% based on bilinear down sampling and 3 

layers DBN. While in FER-2013 dataset, the time 

refers to the time processing for 32298 images 

(28709 for training and 3589 for testing). The 

percentage of decreased time in this case is 82% 

based on nearest down sampling and 3 layers DBN. 

Tables 8 and 9 summarize some of the previous 

works which were implemented on JAFFE and 

FER-2013 datasets. The major comparison criterion 

is the accuracy which doesn't depend on the 

machine specifications. The results in tables 8 and 9 

show that the proposed algorithm outperforms the 

other algorithms with respect to  the accuracy. In 

addition, most of these algorithms don't care about 

computation time which is important factor. Some 

of these papers reduce the image size (e.g. paper [6] 

reduces the size to 150 × 110 in JAFFE) which is 

slightly speed up the computations. Paper [37] 

employ DBN with 9 hidden layers which consumes 
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more time. In our work, the image size is reduced 

effectively which make the algorithm faster. Also, 

the DBN parameters are prepared manually in the 

previous works. Whereas, the parameters are 

prepared automatically by QPSO in our work. In 

addition, the proposed evaluation procedure has 

been designed to cut the current epoch and thus  the 

training time is  reduced. 

All methods' names in the tables are abbreviated 

whereas all details have been explained in their 

original papers. Our algorithm is implemented on 

HP laptop device with processor Intel ® core(TM) 

i5-3320M CPU @ 2.60 GHz and RAM 8.00 GB. 

6. Conclusion 

This paper proposed a facial emotion recognition 

system based on deep belief networks and quantum 

particle swarm optimization. The input image is 

preprocessed then ROI was divided into many 

blocks. The integral image has been utilized to 

determine the superior blocks then image down 

sampling algorithm has been adapted to reduce the 

size of the new sub image. Bilinear and nearest 

interpolation have worked well on JAFFE and FER-

2013 respectively. Classification of the test emotion 

image is performed by applying 3 layer DBN to 

identify the emotion's class. The parameters of DBN 

have been determined by QPSO during training 

phase. Experiments and results show that the 

proposed algorithm possesses a high accuracy level 

and reduces effectively the required time for 

computations by about 62% on JAFFE and 82% on 

FER-2013 datasets. In the future work, we plan to 

merge another approach to improve the system 

accuracy. Ontology based approach is an  expected 

one that can  add a power in this  work. Our system 

can be extended to work with human computer 

interaction systems. The extended platform will be 

implemented on large scale dataset in order to 

evaluate the system performance. 
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