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Abstract: Speech emotion recognition finds many applications in the daily life like conversational agents, human 

robot interaction, call centres etc. However; the task of emotion recognition from speech signal is not trivial due to the 

difficulty in determining the effective feature set that can recognize the emotion conveyed within the signal in an 

accurate manner. Image processing techniques are exploited in this paper to solve speech emotion recognition problem. 

After converting the signal into 2D spectrogram image representation, four forms of Extended Local Binary Pattern 

(ELBP) are generated to serve as a source for feature extraction stage. The histograms of multiple blocks from ELBP 

variants are computed and fed to Deep Belief Network (DBN) for classification purpose. Different tests were 

performed using Surrey Audio-Visual Expressed Emotion (SAVEE) database and the achieved results showed that 

when using combined vectors of MELBP, the system gives the best accuracy which is 72.14%. The achieved result 

outperforms state-of-the-art results on the same database. 

Keywords: Speech emotion, Spectrogram image, Multi-block extended local binary pattern (MELBP), Deep belief 

network (DBN), Short term fourier transform (STFT). 

 

 

1. Introduction 

Speech Emotion Recognition (SER) refers to the 

extraction of feelings from speech signals. Different 

applications, relying on the user's emotional state, can 

benefit from SER systems such as human-robot 

interaction, pain and lying detection, computer-based 

tutorial systems, and movie or music 

recommendation systems [1, 2]. 

In general, a SER system uses a classifier to 

recognize the emotion from the feature vector that is 

extracted from the speech signal. A SER system must 

be robust against speaking rate and speaker style. It 

means special characteristics like differences in age, 

gender and culture should not impact on the 

performance of the SER system. Many researchers 

are working in this field to give the machine the 

intelligence in understanding the emotion state using 

the speech signal of the user. In SER, the 

investigation and extraction of relevant and 

discriminatory features is a difficult task [3].  

There are different methods used for speech 

feature extraction such as continuous-based features, 

spectral-based speech features and digital image 

processing techniques. Many researchers believe that 

effective continuous features such as pitch and 

energy reflect most of an utterance's emotional 

content, for example, the speaker's arousal state 

influences the overall energy, and the length and 

duration of speech pauses. Some of famous 

continuous acoustic features are energy related 

features, pitch, formants and timing related features. 

Pitch is a fundamental property of the speech signal. 

The pitch describes the highness and lowness of tone 

in the speech. Pitch features increased with high-

arousal emotions such as happy and surprise 

emotions while decreased with low-arousal emotions 

such as sad and fear.  In phonetics, formant 

essentially means the acoustic resonance of the vocal 

tract of the human [4]. They can be extracted by 

finding the amplitude peaks in the frequency 

spectrum of the speech. Timing-related features 

provide information about the distribution of 

duration-related parameters such speech rate, the 
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percent between voiced and unvoiced parts. Timing 

features increase with high-arousal emotions and 

decrease with low-arousal emotions [5]. 

On the other hand; it is identified that the 

emotional state of an utterance has an effect on the 

distribution of the spectral energy throughout the 

frequency range of the speech signal and the effective 

features can be extracted from that domain such as 

Mel frequency Cepstral Coefficients (MFCCs) [6]. 

For instance, it is found that speech signal with 

happiness emotion own high energy at the high 

frequency range while the signal with the sadness 

emotion own small energy at the same range. 

However; the derived spectrum is often passed 

through a bank of band-pass filters to better leverage 

the spectral distribution over the audible frequency 

range. Spectral features are then computed from the 

outputs of these filters [7].  

In spite of the fact that many research works were 

conducted in continuous and spectral based features, 

recognition of emotion from acoustic attributes 

remains a challenging task. An example of speech 

emotion recognition difficulties; happiness and anger 

both have common acoustic traits like pitch, formant, 

number of times their speech crosses zero pivots. 

Therefore, a problem occurs during the recognition of 

these two sets of emotions [3]. 

Image processing methods can be also used with 

speech signal to extract the discriminated features 

after converting the signal into spectrogram image. 

Spectrogram image provides information about 

signal amplitudes by plotting the signal as 2D image. 

Wang (2014) [8] extracted texture features from 

speech spectrogram image. First, the spectrogram 

transformed as a recognizable image using Fourier 

transform. Cubic curve is then used to improve the 

contrast of spectrogram image. Next, texture features 

have been extracted from the spectrogram image by 

applying Laws’ masks on the image to represent the 

emotion state. Finally, Support Vector Machine 

(SVM) is used as a classifier to obtain the results of 

the proposed system. Three databases were used to 

test the efficiency of the proposed system: Berlin 

Emotional Speech Database (EMO-DB), 

eNTERFACE corpus, and one self-recorded database. 

The proposed system gave accuracy ranges from 

65.20% to 77.42% for the three used databases, 

respectively. Papakostas et al. (2017) [9] used 

Convolutional Neural Network (CNN) with raw 

spectrogram images and SVM with vector of low-

level features. As it is depicted by the results of 

experiments, the proposed system gave an accuracy 

of 30% for Surrey Audio-Visual Expressed Emotion 

(SAVEE) database, 45% for EMOVO database and 

80% for EMO-DB using SVM classifier. 

Hajarolasvadi and Demirel (2019) [2] used the 

sequence of key frames' spectrograms with a 3D-

CNN for SER solution. The proposed 3D-CNN 

system consists of two convolutional layers for 

feature extraction and one fully connected layer for 

classification. Experiments were carried out on 

Ryerson Multimedia Laboratory (RML) and 

eNTERFACE’05 databases and the achieved results 

were 71.44% and 72.33%, respectively.  Mustaqeem 

and Kwon (2020) [3] proposed a Deep Stride 

Convolutional Neural Network (DSCNN) model to 

analysis the spectrogram image of the speech signal. 

The locally hidden patterns in the image are 

discovered in convolutional layers using special 

strides for down-sampling the generated feature maps 

instead of pooling layer. After that, the extracted 

features are classified using fully connected layers. 

The proposed technique was evaluated on Interactive 

Emotional Dyadic Motion Capture (IEMOCAP) and 

Ryerson Audio-Visual Database of Emotional 

Speech and Song (RAVDESS) datasets. The system 

showed improvements in the achieved accuracy form 

the baseline results by 7.85% and 4.5%, for the two 

dataset, respectively. Pikramenos et al. (2020) [10] 

used Oriented FAST and rotated BRIEF (ORB 

descriptors) that were extracted from key point 

locations on the spectrogram image to generate an 

intermediate representation. First, a method similar to 

Bag-of-Visual-Words (BoVW) is utilized, where a 

visual vocabulary is built by clustering the 

descriptors of key points. Soft candidacy score is then 

used to generate the final histogram descriptors of the 

signal. The achieved accuracy using SVM classifier 

was 58.33% on SAVEE database. 

Although many speech characteristics were 

investigated in the recognition of speech emotions, 

till now the researchers did not identify the best 

speech characteristics for this task. This is due to the 

similarity in the extracted features for the different 

emotions.  The main motivation of the paper is the 

fact that the Extended Local Binary Pattern (ELBP) 

has not been reported in SER problem solution. To 

fill this research gap, this paper aims at finding the 

application ELBP in the analysis of the texture of the 

generated spectrogram image. The main 

contributions of this work can be summarized with 

the following points: 
• ELBP descriptors are proposed to measure the 

efficiency of such type of features in SER Problem. 
ELBP gives information about the direction and 

amount of change in amplitude intensities for the 

given emotion which in effect leads to more effective 

feature vector. 
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• Deep Belief Network (DBN) classifier is used to 

classify the extracted descriptors and find the optimal 

ELBP combination based on the resulted accuracy.   

The organization of the remaining paper is as 

follows: stages of the proposed system are 

demonstrated in detail in Section 2. In Section 3, the 

experimental analysis and evaluation of the proposed 

system have been conducted. Finally, the work’s 

conclusion and ideas for future work are presented in 

Section 4. 

2. The proposed method 

The proposed system involves four important 

stages. First, the spectrogram image is constructed 

from the speech signal. After that, four different 

variants of ELBP are generated from the spectrogram 

image. Multi-block histograms are then extracted in 

feature extraction stage which is finally fed to DBN 

for emotion classification.  Fig. 1 shows a general 

view of the proposed SER system. 

2.1 Spectrogram image construction 

In this stage, the spectrogram image is 

constructed for the given speech signal. The most 

commonly used approach for the construction of 

speech spectrogram image is by describing the 

amplitude of a particular frequency at a particular 

time with intensity in the constructed image. The 

following five steps are applied to build the 

spectrogram image for the speech signal: 

1) The speech signal is first partitioned into 

overlapped frames with respect to the time. After 

that, windowing process is applied to reduce the 

effect of dis-connectivity at the ends of each 

frame. 

2) Each frame  is then transformed from the time 

domain into the frequency domain by incorporating 

Short Term Fourier Transform (STFT) using the 

following equation [11]: 

 

𝐹(𝑣) =  
1

𝑛
∑ 𝑠(𝑥)𝑒−𝑗2𝜋

(𝑣𝑥)

𝑛𝑛−1
𝑥=0                          (1) 

 

Where, s is the speech frame with length n, F(v) is 

result of applying Fourier transform on s(v) and j=  

√−1 .  Based on Euler's property, Eq. (1) can be 

rewritten as: 

 

𝐹(𝑣) =
1

𝑛
∑ 𝑠(𝑥) [𝑐𝑜𝑠 (

2𝜋

𝑛
(𝑣𝑥)) +𝑛−1

𝑥=0

𝑗 𝑠𝑖𝑛 (
2𝜋

𝑛
(𝑣𝑥))] (2) 

 

Where, the cosine term represents the real part (R(v)) 

and the sine term represents the imaginary part (I(v)). 

The magnitude (|𝐹(𝑣)|) at a given speech signal (v) 

can be computed as:  

 

Magnitude=|𝐹(𝑣)| = √[𝑅(𝑣)]2 + [𝐼(𝑣)]2   (3) 

 

3) After applying STFT, a Gaussian low-pass filter is 

performed to drop out the high-frequency 

components (i.e., noise).  The following transfer 

function is used with Gaussian low-pass filter [12]: 

 

𝐻(𝑣) = 𝑒−𝐷2𝑠(𝑣)/2𝐷0
2
                                   (4) 

 

Figure. 1 General overview of the proposed SER system 
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Where, s is the speech frame with length n,  𝐷(𝑣) =
[𝑣 − 𝑛/2]2 and D0 represents the desired distance 

from the origin of STFT transform. 

4) The log spectrogram is then computed, to simulate 

the way that human ear precepts the sound in nature 

(i.e., logarithmic nature). The intensity of each 

logged transformed value 𝐹(𝑣) within each speech 

frame can be calculated as following [13]: 

 

𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 (𝑣) = (
255

𝑚𝑎𝑥 − 𝑚𝑖𝑛
) 

× (10 ∗ 𝑙𝑜𝑔10|𝐹(𝑣)| − 𝑚𝑖𝑛)                (5) 

 

Where, 𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 (𝑣) is the color intensity of  𝐹(𝑣) , 

max and min represent the maximum value and 

minimum value in the speech frame, respectively. 

5) After computing the intensity degree of each value 

in the frame, the frame will be represented as a 

column in the constructed spectrogram image.  

6) Finally, to speed up ELBP generation and feature 

extraction tasks, the spectrogram image is down-

sampled to new dimensions (Nwid×Nhgt). Bilinear 

interpolation is utilized for this purpose with 

Nwid=512 and Nhgt=512.  

Fig. 2 shows an example spectrogram images 

constructed for seven different speech signals with 

different emotions. As clearly depicted in the figure, 

the spectrogram images of the different speech 

signals contain a great deal of information that can 

help in solving SER problem. 

2.2 ELBP variants generation 

Spectrogram image can be viewed as a texture 

image. In the field of computer vision, the appearance 

of the texture image can be defined as a significant 

change in the pixel intensity and non-homogeneity 

between nearby pixels. To analysis the patterns of the 

texture image, different descriptors have been 

introduced by the researchers such as Scale-Invariant 

Feature Transform (SIFT) and Speeded Up Robust 

Features (SURF). Local Binary Pattern (LBP) is one 

of the recent advances in texture descriptors which 

promise a significant progress in trends of texture 

analysis by means of their   high discriminative   

properties   because it is illumination invariant and 

computational inexpensive. 

The LBP demonstrates the texture by using 

micro-primitive components based on the statistical 

rules of pixels' placements. The LBP is working in a 

pixel-basis and can be defined as a binary code that 

represents the eight pixels surrounding the pixel 

using filter of size fs×fs. The LBP then combines all 

codes into a histogram, which represents features of 

the texture. Thus, for a filter of size 3 × 3, a histogram 

of size 256 will be generated. 

Mathematically, the LBP for the pixel I(x, y) in an 

image (I) using filter of size fs×fs can be defined as 

follows: 

 

𝐿𝐵𝑃 (𝐼(𝑥, 𝑦))                                               

=
∑ ∑ 𝑠(𝐼(𝑥, 𝑦) − 𝐼(𝑖, 𝑗)) × 2𝑝

𝑗=𝑦+(
𝑓𝑠

2
)

𝑗=𝑦−(
𝑓𝑠

2
)

𝑖=𝑥+(
𝑓𝑠

2
)   

𝑖=𝑥−(
𝑓𝑠

2
)

∀  𝑖 ≠ 𝑥 , 𝑗 ≠ 𝑦   

 

(6) 

 

Where, s(𝑣) = {
1         𝑖𝑓 𝑣 ≥ 0
0    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 , and p is an integer 

number range from 0 to 7 that represents the location 

of neighbour pixel in the opened window. 

However; many additional information can be 

extracted using LBP such as change direction 

encoding, amount of change using extended variants. 

A Multi-Block Extended Version of LBP (MELBP) 

is proposed in this paper to highlight the important 

features of spectrogram image texture. Three 

additional variants (L2, L3, and L4) of LBP are 

generated to provide information about the amount of 

change in each pixel intensity with respect to its 

neighbours. To generate ELBP variants for the 

spectrogram image (I) using filter with size (fs×fs), 

the following steps are applied on each pixel (I (x, y)) 

in I: 

1)  A window of size (fs×fs) is opened around I (x, y). 

2) The normal LBP variant (L1) is first computed 

using Eq. (6). 

3)  For each pixel in the opened window (I (i, j)), the 

absolute difference (Diff (i, j)) between I (x, y) and I 

(i, j) is computed using the following equation: 

 

𝐷𝑖𝑓𝑓(𝑖, 𝑗) = |𝐼(𝑥, 𝑦) − 𝐼(𝑖, 𝑗)|                (7) 

 

4) The computed difference of each pixel in the 

opened window is then normalized to be within the 

range [0-3]. 

5)  After that, the normalized difference of each pixel 

is converted to the binary representation (Bi, j ()).  

6)  An additional three variants of LBP (L2, L3, and 

L4) is computed using the following equations: 

 

𝐿2 (𝐼(𝑥, 𝑦))
= ∑ ∑ 𝐵𝑖,𝑗 (0)  

𝑗=𝑦+(
𝑓𝑠

2
)

𝑗=𝑦−(
𝑓𝑠

2
)

𝑖=𝑥+(
𝑓𝑠

2
)   

𝑖=𝑥−(
𝑓𝑠

2
)

        
∀  𝑖 ≠ 𝑥 , 𝑗 ≠ 𝑦   

(8) 
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(a)                                                                                                      (b) 

 

(c)                                                                                                      (d) 

 

(e)                                                                                                      (f) 

 

(g) 

Figure. 2 Spectrogram images for seven different emotions: (a) anger emotion, (b) disgust emotion, (c) fear emotion, (d) 

happy emotion, (e) natural emotion ,(f) sad emotion, and (g) surprise emotion 
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𝐿3 (𝐼(𝑥, 𝑦)) =
∑ ∑ (𝐵𝑖,𝑗 (1) × 2) 

𝑗=𝑦+(
𝑓𝑠

2
)

𝑗=𝑦−(
𝑓𝑠

2
)

𝑖=𝑥+(
𝑓𝑠

2
)   

𝑖=𝑥−(
𝑓𝑠

2
)

∀  𝑖 ≠ 𝑥 , 𝑗 ≠ 𝑦 

 

(9) 

 

𝐿4 (𝐼(𝑥, 𝑦)) =
∑ ∑ (𝐵𝑖,𝑗 (2) × 4)

𝑗=𝑦+(
𝑓𝑠

2
)

𝑗=𝑦−(
𝑓𝑠

2
)

𝑖=𝑥+(
𝑓𝑠

2
)   

𝑖=𝑥−(
𝑓𝑠

2
)

∀  𝑖 ≠ 𝑥 , 𝑗 ≠ 𝑦

 

(10) 

 

 

Figure. 3 A numerical example demonstrates the idea of 

ELBP 

 

(a)                                                                                  (b) 

 

(c)                                                                                  (d) 

 

(e)                                                                                  (f) 

Figure. 4 Results of applying ELBP on an example speech signal: (a) speech signal, (b) spectrogram image, (c) L1, (d) 

L2, (e) L3, and (f) L4 
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Where, fs is filter size, 𝐵𝑖,𝑗  is the binary 

representation of the difference between the current 

pixel 𝐼(𝑥, 𝑦) and its neighbour pixel 𝐼(𝑖, 𝑗).  L2 gives 

information about the amount of the small change in 

pixel intensity with respect to its neighbours (i.e., the 

first Least Significant Bits (LSB) with weight equals 

to   20 = 1 ) while L3 gives information about the 

amount of change in the second LSB (with weight 

equals to21 = 2 ) and L4 gives information about the 

amount of change in the most significant bit (with 

weight equals to22 = 4). Fig. 3 shows a numerical 

example of applying ELBP on an example 

spectrogram image while Fig. 4 demonstrates 

graphical results of ELBP variants when applied on a 

sample spectrogram image. 

2.3 Feature extraction 

Four vectors of attributes are generated from the 

results of applying ELBP. Each vector represents the 

histogram of each ELBP variant. Feature extraction 

stage can be summarized with the following three 

steps: 

1) Each intensity value of ELBP variants (i.e., L1, L2, 

L3, L4) are first normalized to be within the range [0-

3] to avoid building very large feature vector. 

2) For each normalized variant of ELBP, the image is 

divided into blocks of size (Bs×Bs) and the histogram 

of each block is then computed. 

3) The histograms of all blocks are then merged 

together to form the final feature vector that 

represents the Multi-block Extended Local Binary 

(MELBP) of that ELBP variant.   

The final result of applying MELBP on the 

spectrogram image is four feature vectors, each with 

size equals to the number of blocks × 4 (histogram 

size). Fig. 5 demonstrates the main idea of feature 

extraction stage. 

2.4 Classification 

The Deep Belief Network (DBN) classifier is 

utilized in the proposed SER system due to its strong 

classification ability. DBN consists of stacked 

Restricted Boltzmann Machines (RBMs) that firstly 

performs the unsupervised learning to avoid 

vanishing problem that occurs when training the 

network from scratch weights (i.e., random weights). 

The weights of the network are then fine-tuned using 

supervised learning (i.e., regular back propagation 

training). RBM is a Boltzmann machine which has 

multiple hidden layers and one visible layer as shown 

Fig. 6 [14]. The classification stage involves two 

steps which are training step and testing step. In 

training step, the DBN will be trained with the  

 
Figure. 5 The main idea of feature extraction stage 

 

Figure. 6 Architecture of Deep Belief Network (DBN) 
 

training part of the database to find the optimal DBN 

architecture and adjust the network weights. The 

resulted weights are then fed to testing step for 

guessing the emotion of the given MELBP feature 

vector. 

3. Experimental results and analysis 

3.1 Database 

The proposed SER system is evaluated using 

samples taken from the Surrey Audio-Visual 

Expressed Emotion (SAVEE) database [15]. The 

SAVEE database was established at the University of 

Surrey in the United Kingdom. It includes recordings 

for six basic emotions, i.e. anger (Ang), disgust (Dis), 

fear (Fea), happiness (Hap), sadness (Sad), and 

surprise (Sur), as well as natural (Nat) state. The 

database contains 480 native British utterances 

formed of 60 samples for each of the emotional states 

except for natural emotion which includes 120 

samples. Emotional and text prompts were displayed 

in front of the subject on a monitor while each video 

is recoding. In each prompt, a video clip and three 

images were included such that the text was divided 

into three groups for each emotion, in order to avoid 

fatigue. The length of the recorded video ranged from 

one second to seven seconds. The samples were 

captured with a video camera sampled at 60 frames 

per second (fps) with resolution of about 81,920 

pixels and mono voice signals in a 16-bit format 

sampled at 44,000 Hz. The captured videos were 
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evaluated by ten subjects, under audio, visual and 

audio-visual conditions 

For system evaluation purpose, a total of 420 

samples are used (i.e., 60 samples per each emotion) 

to make sure a balance in the number of samples 

within each class. To avoid over fitting during 

training process, 80% of samples within each 

emotion are used for system training and 20 % for 

testing purpose. 

3.2 Results 

Different experiments are conducted to find the 

optimal configuration of the proposed SER 

parameters. It is found that the best length for speech 

frame is 512 samples with overlap equals to 50%. 

While the optimal D0 value in a Gaussian low-pass 

filter is 100. The ELBP filter size (fs) is 3. On the 

other hand; experiments are performed to study the 

effect of changing the value of Bs parameter on the 

final accuracy of the proposed SER system. The 

measure that is used in system evaluation is the 

classification accuracy which can calculate as 

follows [16,17]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑐𝑜𝑟𝑟𝑒𝑐𝑡

𝑇𝑜𝑡𝑎𝑙
× 100           (11) 

 

Where correct represents the number of speech 

signals that correctly classified and Total is the total 

number of speech samples in the database. 

Table 1 shows results that are obtained using L1, 

L2, L3, and L4 as a source for feature extraction task, 

individually, using different values of Bs. As shown 

in the table, the best achieved accuracy is 45.95% for 

L1, 51.19% for L2, 54.76% for L3 and 46.67% when 

Bs=64. L3 gives the highest accuracy with DBN 

configuration equals to number of hidden nodes (H) 

=16 and learn rate (LR) =0.8. This refers to the fact 

that L3 variant of ELBP holds most of discriminative 

information about the emotion state of the 

spectrogram image. Table 2 shows the confusion 

matrix for speech samples distribution within each 

emotion for the highest accuracy achieved in Table 1. 

As shown in Table 2, happiness is the most 

recognized emotion with accuracy equals to 70% 

while sad emotion is the least recognized one with 

accuracy of 41.67%. Most of the overlap occurs 

between fear and sad emotions which refers to the 

similarity in the traits of spectrogram representation 

of these two emotions. 

The combinations of different ELBP variants are 

also tried to assess the accuracy that can be achieved 

for each possible combination. Table 3 shows results 

that are achieved using different forms of ELBP 

combinations as a source for feature extraction task  

Table 1. Accuracy (%) achieved using each of MELBP 

variants, individually 

ELBP Bs=8 Bs=16 Bs=32 Bs=64 Bs=128 

L1 16.67 29.52 35.71 45.95 30.00 

L2 19.05 28.10 42.86 51.19 29.76 

L3 21.43 28.10 45.24 54.76 30.00 

L4 18.57 29.05 41.67 46.67 29.76 

 
Table 2. Confusion matrix (%) for the best result 

achieved in Table 1 

 Ang Dis Fea Nat Hap Sad Sur 

An

g 
66.6 1.67 1.67 1.67 

13.3

3 
3.33 

11.6

7 

Dis 5.00 50.0 
13.3

3 

10.0

0 
3.33 

16.6

7 
1.67 

Fe

a 
1.67  5.00 

51.6

7 
8.33 1.67 

28.3

3 
3.33 

Na

t 
3.33 

13.3

3 

16.6

7 

45.0

0 
5.00 

13.3

3 
3.33 

Ha

p 
8.33 0.00 1.67 6.67 

70.0

0 
0.00 

13.3

3 

Sa

d 
0.00 8.33 

33.3

3 

16.6

7 
0.00 

41.6

7 
0.00 

Su

r 

11.6

7 
1.67 0.00 

10.0

0 

16.6

7 
1.67 

58.3

3 

 
Table 3. Accuracy (%) achieved using different 

combinations of MELBP variants 

ELBP Bs=8 
Bs= 

16 

Bs= 

32 

Bs= 

64 
Bs=128 

L1+L2 14.29 19.05 42.86 62.86 39.52 

L1+L3 20.71 47.86 59.52 71.19 39.52 

L1+L4 22.62 57.14 66.67 72.14 39.52 

L2+L3 15.48 21.90 35.71 48.57 34.76 

L2+L4 14.29 20.23 28.33 45.95 32.38 

L3+L4 15.48 18.57 31.67 33.57 31.43 

L1+L2+L3 20.23 44.76 47.62 61.67 38.80 

L1+L2+L4 14.29 15.71 37.62 47.62 34.29 

L2+L3+L4 14.29 14.52 26.67 41.67 32.86 

 
Table 4. Confusion matrix (%) for the best result 

achieved in Table 3 

 Ang Dis Fea Nat Hap Sad Sur 

An

g 

88.3

3 

0.00 0.00 1.67 5.00 0.00 5.00 

Dis 0.00 71.6

7 

8.33 11.6

7 

0.00 8.33 0.00 

Fe

a 

0.00 13.3

3 

60.0

0 

3.33 0.00 23.3

3 

0.00 

Na

t 

6.67 5.00 11.6

7 

55.0

0 

5.00 11.6

7 

5.00 

Ha

p 

8.33 0.00 0.00 3.33 85.0

0 

0.00 3.33 

Sa

d 

3.33 5.00 8.33 16.6

7 

1.67 61.6

7 

3.33 

Su

r 

5.00 0.00 0.00 6.67 5.00 0.00 83.3

3 
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(a) 

 

 
(b) 

Figure. 7 The relationship between block size and 

accuracy: (a) using ELBP variants individually and (b) 

using combined ELBP variants 

 

 
Table 5. Comparison between the proposed SER system 

and other works utilized spectrogram image and SAVEE 

database 

Authors Method 
Databas

e 

Achieved 

accuracy 

Papakostas 

et al. 

(2017) [9] 

Spectrogram 

image, CNN 

and SVM 

SAVEE 30.00% 

Pikramenos 

et al. 

(2020) [10] 

Spectrogram 

image  with 

Oriented 

FAST, rotated 

BRIEF and 

SVM 

SAVEE 58.33% 

Proposed 

SER 

system 

Spectrogram 

image, 

MELBP and 

DBN 

SAVEE 72.14% 

 

with different values for Bs. As shown in the table, 

the best accuracy (72.14%) has been achieved when 

combining feature vectors of L1 and L4 variants with 

Bs=64, H=20 and LR=0.2. The confusion matrix for 

the distribution of speech samples in the best 

combination is shown in Table 4. 

As shown in Table 4, Anger is the most 

recognized emotion with accuracy equals to 88.33% 

and natural is the least recognized one with accuracy 

equals to 55.00%. The overlap between fear and sad 

emotions is reduced when using combined feature 

vector. However; some overlap still exists between 

natural and remaining emotions due to the similarly 

in some features of natural state and other emotions. 

3.3 Results analysis 

As shown in results section, when each of ELBP 

variants is used separately, low accuracy was 

achieved within the four different variants. On the 

other hand, the combination of ELBP descriptors 

increases the accuracy with an about 17.38% from the 

best accuracy that was achieved when ELBP 

descriptors used in separate fashion. This refers to the 

fact that weak MELP features can lead to strong 

feature vector when they are combined together.  

On the other hand, as Bs increases the accuracy 

also increases as shown in Fig. 7. The main reason 

behinds that is the size of the resulted feature vector 

will be reduced which in effect enables the DBN 

classifier to interpret the patterns involved within 

these features. DBN efficiency decreases when it fed 

with very long feature vector because it becomes 

difficult to find the common patterns among a large 

number of attributes. However; when the Bs reached 

the value 128, the accuracy is dropped out which 

refers to the loss in minute detail (i.e., the local 

description of spectrogram image) in the resulted 

feature vector because of the exaggerated block size. 

3.4 Comparison with other works 

Table 5 shows a comparison made between the 

proposed SER system and other works which are 

worked on spectrogram representation of speech 

signal and utilized the same database (i.e., SAVEE 

database). The table also shows the used methods and 

achieved accuracy by each work. As it is clearly 

shown in the table, the accuracy that are achieved by 

the proposed SER system outperforms those are 

achieved by [9] and [10] with an improvement equals 

to 13.81%. 

4. Conclusion 

A speech emotion recognition system has been 

presented in this paper based on the spectrogram 

representation of speech signals. However; instead of 

analysis the constructed spectrogram image directly, 

the extended LBP representations of the image are 

generated. The ELBP helps in highlighting the micro 

patterns in the texture of spectrogram image and in 
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effect leads to more effective features. Deep belief 

network also gives the proposed SER system the 

power in understanding the hidden patterns within the 

generated features that are extracted from MELBP 

variants. Experimental results showed that an 

accuracy of about 72.14% was achieved on SAVEE 

database using feature vector made up of 

combination from MELBP features. As a future work, 

deep neural network can be used with ELBP where 

the network can be fed with the different spectrogram 

images represented by ELBP variants. 
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