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Abstract: In computer vision, domain adaptation or transfer learning plays an important role because it learns a 

target classifier characteristics using labeled data from various distribution. The existing researches mostly focused 

on minimizing the time complexity of neural networks and it effectively worked on low-level features. However, the 

existing method failed to concentrate on data augmentation time and cost of labeled data. Moreover, machine 

learning techniques face difficulty to obtain the large amount of distributed label data. In this research study, the pre-

trained network called inception layer is fine-tuned with the augmented data. There are two phases present in this 

study, where the effectiveness of data augmentation for Inception pre-trained networks is investigated in the first 

phase. The transfer learning approach is used to enhance the results of the first phase and the Support Vector 

Machine (SVM) is used to learn all the features extracted from inception layers. The experiments are conducted on a 

publicly available dataset to estimate the effectiveness of proposed method. The results stated that the proposed 

method achieved 95.23% accuracy, where the existing techniques namely deep neural network and traditional 

convolutional networks achieved 87.32% and 91.32% accuracy respectively. This validation results proved that the 

developed method nearly achieved 4-8% improvement in accuracy than existing techniques. 

Keywords: Data augmentation, Inception layer, Labeled data, Support vector machine, Transfer learning, 

Traditional convolutional networks. 

 

 

1. Introduction 

In many knowledge engineering areas like 

regression, clustering and classification, machine 

learning and data mining technologies have 

achieved significant success in the past few decades. 

But, according to common assumptions, various 

machine learning algorithms worked effectively, 

where the common assumption is that the testing 

and training data are taken only from the same 

distribution and feature space [1]. Most statistical 

models are needed to be reconstruct the model from 

scratch by collecting new training data, when the 

distributions are changed. However, it is expensive 

and impossible in many real world applications for 

recollecting the training data to rebuild the models 

[2, 3]. In recent years, researchers tried to minimize 

the need and effort for recollecting the training data. 

In such cases, transfer learning (TL) or knowledge 

transfer between task domains are considered as 

highly desirable among researchers [4]. In everyday 

life, online images and videos play a major role in 

automatic organizing and indexing the multimedia 

content among various platforms includes Facebook, 

YouTube, Twitter and so on. Recently, a 

considerable attention is attracted by devising an 

effective visual category models in computer vision 

areas [5, 6]. The traditional classification methods 

work well, when the availability of sufficient 

labelled training images is present in the database. 

The major assumption of classification learning is 

that the distributions of training and testing sample 

data should be identical.  

Researchers used various traditional frameworks 

of deep learning techniques like Deep Belief 

network and Convolutional Neural Network (CNN) 

[7-9] to classify the training data, which is widely 
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used in face recognition [10], image classification 

[11], digit recognition [12], and other applications. 

The most important criterion for an effective CNN 

technique is to have an enormous amount of training 

data. But, abundant data are required for adequate 

training of CNN, which leads to high computational 

complexity [13]. In real-world applications, the 

samples require high cost for obtaining the labelled 

samples by annotators, when the labels are scarce. 

Therefore, researchers focused on further study of 

TL [14] to solve above-mentioned problems, where 

the similarity between source domain and target 

domain are identified. The data dependence of target 

domain is illustrated by using transfer information 

of source domain. In this research work, the 

investigation is conducted on cross-domain STL-10 

database for classifying the target object images into 

different types effectively. The various domain data 

are correctly classified by using Data Augmentation 

(DA) based approach with TL and pre-trained 

networks. In this experimental analysis, a two-class 

classification task is performed to transfer the 

knowledge from one domain to another by using TL 

approach. The advantages of using TL approach is 

that the model performs effectively on both large 

scale and small scale database because of its training 

process. The classification is carried out efficiently 

even in the imbalance database, because it transfers 

the knowledge from large scale database. Therefore, 

the cost of label is reduced by using the TL with DA 

in this research study. The experiments proved that 

the developed method achieved better performance 

than the existing TL techniques.  

This research work consists: Section 2 describes 

the survey of existing techniques with its advantages 

and limitations. The brief explanation of TL is 

presented in Section 3, and the proposed Inception 

based TL method is depicted in Section 4. The 

validation of the Inception based TL method against 

existing techniques using standard dataset is given 

in Section 5. Finally, the conclusion of the research 

work with future development is represented in 

Section 6.  

2. Literature review 

In this section, the discussion of existing 

techniques is presented, which are used in the TL for 

classifying the data samples by using various neural 

network techniques. The advantages and limitations 

of the existing classification techniques is also 

illustrated.  

Y. Liu, Y. Peng, K. Lim, and N. Ling, [15] 

designed an image database retrieval algorithm 

according to feature fusion and TL framework to 

address the over-fitting issues. Initially, the semantic 

features of the images were extracted by using fine-

tuning of pre-trained CNN. The computation 

complexity was reduced by a dimensionality 

reduction algorithm called Principal Component 

Analysis (PCA). The retrieval accuracy was 

improved by fusing the extracted semantic features 

with traditional low-level visual features. The 

experiments were conducted on two datasets 

including GHIM-10K and Crime Scene 

Investigation Image database (CSID) in terms of 

mean average precision. But, the retrieval accuracy 

was less in some categories due to low-level features.  

R. S. Kute, V. Vyas, and A. Anuse, [16] 

developed an approach for Component-based Face 

Recognition as CBFR and association using CNN 

under TL for the application of forensic. The 

components of the face were classified by 

demonstrating the knowledge, which was gained 

from complete face images. Association and 

recognition process were considered as the most 

important components of face such as nose, lips and 

ears, because these components didn't change during 

different expressions and poses. The training time of 

the system was reduced by the association between 

complete face and its components, hence this 

application was used for the recognition of partial 

face, holistic face as well as a component face. The 

experiments were carried out on standard Faces94 

database and the results stated that this approach 

provided efficient results for variations in facial 

expressions. The complexity of CNN was high due 

to a large number of hidden layers used in the CBFR 

algorithm.  

B. Xie, Z. Duan, B. Zheng, and L. Liu, [17] 

predicted various types of target objects by 

developing the Deep Neural Network (DNN), which 

was composed of Sparse Auto-Encoders (SAE) with 

unsupervised feature learning. The convolutional 

SAE was proposed to provide the cross-domain 

feature learning scheme for recognizing the target 

objects. According to correlation analysis, a feature 

selection method was developed to reduce the 

computational cost of CNN for the extraction of 

global features. The experimental results stated that 

the recognition performance was improved and 

achieved higher accuracy with robustness. However, 

DNN-SAE method focused only on low level 

features namely colour, texture and edge of the data, 

where high-level features were ignored.   

Y. Xu, J. Liu, Y. Zhai, J. Gan, J. Zeng, H. Cao, 

and R. D. Labati, [18] designed a novel method for 

facial expression recognition task to overcome the 

problems like illumination influence, attitude 

variations etc. Initially, the robust and discriminative 
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deep features were learned from the data by 

designing the Double Activation Layer-based CNN 

as DAL-CNN. To address the overfitting issues, a 

two-stage TL method was used, where the 

insufficient training data caused overfitting 

phenomenon. Finally, an active incremental learning 

method was developed to overcome the noise label 

problem of Internet data. The experiments were 

conducted on two public databases called SFEW2.0 

and FER2013 to validate the effectiveness of DAL-

CNN in terms of classification accuracy. In DAL-

CNN, there were five hidden layers used, which 

increased the computational complexity of the 

algorithm.  

J. C. Hung, K. C. Lin, and N. X. Lai, [19] 

implemented the Dense_FaceLiveNet framework by 

improving the FaceLiveNet network with high and 

low accuracy in the recognition of basic emotions. 

Two-phases of TL used in this approach, where two 

datasets such as JAFFE and KDEF were used for the 

identification of Dense_FaceLiveNet efficiency. The 

results indicated that the method achieved high 

accuracy in FER2013, JAFFE and KDEF database 

and demonstrated the effectiveness of method in 

recognition of learning emotions. The importance of 

data complexity was clearly demonstrated by 

designing the deep learning model, when the TL of 

this basic emotion model was used in FER2013. 

However, this method concentrated only on finding 

the facial expression data in the lab environment 

without considering the exceptional situations, 

which occurred in the real classroom environment.  

D. Han, Q. Liu, and W. Fan, [20] designed a 

two-phase method to address the requirement of 

large number of annotated samples, where two-

phase method combined the CNN based TL and web 

DA. The over-fitting problem of deep-CNN was 

reduced on small dataset. In addition, the hyper-

parameters were tuned for network fine-tuning by 

applying Bayesian optimization algorithm, which 

was also used to solve the tuff problem. The 

experiments were conducted on six small datasets to 

validate the effectiveness of CNN. However, the 

process of DA consumes high time which was 

considered as the major limitation of the developed 

method. The extracted features from the pre-trained 

CNN was not ideal for identifying the image 

similarity in the same class.  

3. Transfer learning 

The unknown knowledge learned through 

existing knowledge is defined as the concept of TL 

[21]. The main aim of this learning is to identify the 

similarities between unknown knowledge and 

existing knowledge. Some knowledge provides high 

learning costs in overall data, because these domains 

are too abstract for learning. Hence, the assistance of 

learning using existing knowledge is considered an 

important task. For instance, when people write a 

program in Python language and this learning model 

are easily transferred that into JavaScript program. 

Finding the relevance between known and unknown 

knowledge is the core concept of TL and is also 

used for learning the new knowledge. In general, 

source domain is defined as existing knowledge and 

target domain is represented as unknown knowledge 

in TL. How to migrate the knowledge to target 

domain from source domain is studied by this 

learning. There are four major categories present in 

the TL namely model-based, relationship, features-

based and sample-based, based on various learning 

methods.  

• Model-Based TL: To adjust the model 

parameters, this learning combines the 

samples with model.  

• Feature-based TL: The mapping between 

the target domain and source domain to 

the same space are involved by this 

learning.   

• Sample-based TL: The weighted values of 

calibrated samples are applied by this TL, 

where the calibrated samples are collected 

from source domain.  

• Relationship-based TL: The concept 

learning is mapped to target domain from 

source domain (i.e. knowledge migration) 

by relationship-based TL. 

In this research study, model-based TL is 

considered mainly to adjust the parameters of 

proposed Inception based TL model. The next sub-

section will briefly describe the working procedure 

of Inception based TL method.  

4. Proposed methodology 

The issues in insufficient labelled data are 

addressed by storing the knowledge that is obtained 

from trained samples and applied that knowledge to 

the testing samples, which is defined as TL. The 

conventional algorithms performed well for images 

or video analysis, when the training and testing 

samples are only independent and distributed 

identically. In the same feature space or sharing the 

same distribution, the testing and training samples of 

machine learning algorithms provides better results.  
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Figure.1 Working procedure of proposed methodology 

 

The cross-domain learning problems are solved 

by TL, which is used to extract the useful 

information in a related domain from data and 

transferred them to target domains. In this research 

study, an efficient technique based on TL was 

developed for analysing the image and text database. 

There are different steps included in the proposed 

technique that consist of pre-processing, DA, 

inception layer and classification, which is 

illustrated in Fig. 1. 

4.1 Data collection and pre-processing 

Initially, the prediction of target objects is 

carried out by collecting the data samples from 

publicly available datasets. In this research study, 

STL-10 database is used for validating the 

effectiveness of proposed Inception based TL 

method. Before applying the DA, it is important to 

pre-process the data, because it may contain noises 

that leads to poor performance. In this study, noises 

are removed by normalization and Region of 

Interest (ROI) is identified using Hough Transform 

(HT).  

Once the data has been extracted and divided 

into training, test, and validation, then the method 

normalized variables to a [0; 1] interval in order to 

avoid effects of scale in deep learning architecture. 

The normalization method employed for the dataset 

can be observed in the Eq. (1),  

 

𝑉𝑏 =
𝑎𝑏−𝑚𝑖𝑛𝑎𝑏

𝑚𝑎𝑥𝑎𝑏
−𝑚𝑖𝑛𝑎𝑏

     (1) 

 
Where, 𝑎  value used for normalizing the  𝑏  is 

described as 𝑎𝑏, minimum valor registered for this 

variable is  illustrated as 𝑚𝑖𝑛𝑎𝑏
 in the training set. 

Finally, maximum valor registered for this variable 

is described as 𝑚𝑎𝑥𝑎𝑏
. When the noises are 

removed, HT is used for finding the ROI of data, 

because it is an effective method to detect the curve 

and straight lines. The boundaries of data and 

background are obtained from the pre-processed 

edge images and these images are randomly 

distributed. Therefore, ROI is identified by using 

HT algorithm.  

4.2 Data augmentation 

To expand the dataset, DA techniques are used 

and implemented in various ways like adding 

auxiliary variable, generating the data based on 

generative model, simulation and transformation of 

linear or non-linear data. The simplest approach for 

DA in image processing field is to add the noise and 

apply the affine transformations, i.e. shear, zoom, 

colour perturbation, flips and translation on the 

standard datasets. To overcome the problem of over-

fitting, basic forms of DA are used widely on small-

scale datasets. To improve the final results for 

classification, DA techniques are used in this 

research work. However, the effects of DA are 

reduced, when the experiments are conducted on 

complicated images like scenes from indoor or 

outdoor and images with background. The two 

phases of the proposed method are explained as 

follows. 

4.3 Phase 1: Classification using pre-trained 

networks 

The classification experiments are performed by 

using the pre-trained model, here inception network 

is used as pre-trained model. It is first introduced by 

GoogleNet and there are various versions presents in 

inception model with time span namely inception-2, 

inception-3 and inception-4. Along with batch 

normalization, factorization as main idea is used in 

inception-3 model that are considered as a pre-

trained network in this research study.  
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Figure.2 Inception model’s working procedure  

 

In general, 42-layers are present in inception-3 

model with fewer parameters and the computational 

efficiency is also high when compared with other 

two models. Fig. 2 shows the working procedure of 

inception model. In this structure, the inputs to the 

next time step are the sums of the convolutional 

outputs of the present time step and previous time 

steps. The same operations are repeated based on the 

time steps considered. This helps to strengthen the 

extraction of the target features by using TL. In the 

particular pooling layer, 3 ×  3  average pooling 

with stride 1 ×  1 is applied by keeping the border 

size same, resulting in output samples with the same 

dimensions as the inputs. The overlapping average 

pooling technique helps in the regularization of the 

network. To describe the operations in inception 

layer, consider a pixel collated at (𝑖, 𝑗)  of a 

particular input sample on the kth feature map in the 

convolutional network. This is the output 𝑦𝑖𝑗𝑘(𝑡) at 

time step 𝑡. The output can be expressed as in Eq. 

(2): 

 

𝑦𝑖𝑗𝑘(𝑡) = (𝑤𝑘
𝑓

)
𝑇

𝑥𝑓
(𝑖,𝑗)

(𝑡) + 𝑏𝑘    (2) 

 

Where 𝑥𝑓
(𝑖,𝑗)

(𝑡)  and 𝑤𝑘
𝑓

 are the inputs and 

weights for a standard convolutional layer, and 𝑏𝑘 is 

the bias. The final output for the layer at time step 𝑡 

as shown in Eq. (3):  

 

𝑧𝑖𝑗𝑘(𝑡) = 𝑓 (𝑦𝑖𝑗𝑘(𝑡)) = max (0, 𝑦𝑖,𝑗,𝑘(𝑡))   (3) 

 

Where 𝑓  is the standard Rectified Linear Unit 

(ReLU) activation function. The Local Response 

Normalization (LRN) function is applied to the 

outputs of the ICNN block. Eq. (4) shows that 

function as 

 

𝑦 = 𝑛𝑜𝑟𝑚(𝑧𝑖𝑗𝑘(𝑡))                  (4) 

 

The outputs of the ICNN block with respect to 

the different kernel sizes and average pooling 

operations are defined as 

𝑦1𝑥1 (𝑥), 𝑦3𝑥3 (𝑥), 𝑎𝑛𝑑 𝑦1𝑥1
𝑝

(𝑥).  The final output 

𝑦𝑜𝑢𝑡  of the ICNN-block can be described as in Eq. 

(5): 

 

𝑦𝑜𝑢𝑡 = 𝑦1𝑥1(𝑥) ⊕ 𝑦3𝑥3(𝑥) ⊕ 𝑦1𝑥1
𝑝

(𝑥)   (5) 

 

Here ⊕  represents the concatenation operation 

with respect to the channel axis of the output 

samples. Finally, a soft-max or a normalized 

exponential function layer is used at the end of the 

architecture. For an input sample 𝑥  and a weight 

vector 𝑊 , and 𝐾  distinct linear functions the 

softmax operation can be defined for 𝑖𝑡ℎ  class as 

follows in Eq. (6):  

 

𝑝(𝑦 = 𝑖|𝑥) =  
𝑒𝑥𝑇

𝑤𝑖

∑ 𝑒𝑥𝑇
𝑤𝑘

𝐾
𝑘=1

    (6) 

 

From the Eq. (6), the important features from the 

dataset are obtained. In the second phase, all the 

features from the inception layer are extracted and 

classified using SVM classifier, which is described 

in following section. 

4.4 Phase 2: Feature extraction and transfer 

learning 

The pre-trained inception model provided the 

important features that are fine-tuned with DA 

techniques. The target objects are predicted by 

classifying the inception features in a right order 

using TL. The extracted features are classified by 

using the SVM classifier in the research study. A 

separate hyper plane is used to characterize the 

SVM classifier, which is also described as 

discriminative approach. The regression and over-

fitting issues are avoided due to the benefits of SVM 

classifier like generalization ability. The kernel 

tricks are effectively used by managing the non-

linear data. Here, the input feature values are trained 

and tested to generate an optimal model, which is 

the main objective of SVM classifier. SVM is highly 
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used in several applications includes image retrieval, 

computer vision, medical image processing, signal 

processing, etc., because it processes the high 

dimensional data. According to the vapnik–

chervonenkis theory and structure principles, the 

SVM classifier works effectively to resolve the two-

class problem. The following equation 𝑊. 𝑥 + 𝑎 =
0  describes the mathematical formula of linear 

discriminant function. The following Eq. (7) 

describes the optimal hyper-plane, which is used to 

differentiate the samples without noise of two 

groups. 

 

𝑝𝑖[𝑊. 𝑥 + 𝑎] − 1 ≥ 0, 𝑖 = 1,2, . . 𝐷    (7) 

 

Where, 𝑊  is the weight of the parameter, 𝑥 

denotes the normal vector to the hyperplane and 𝑎 is 

used to determine the offset of the hyperplane. Then, 

Lagrange function saddle point is used with 

Lagrange multipliers  𝛼𝑖  to solve the optimization 

concern, therefore  ‖𝑊‖2 are reduce in the Eq. (8), 

which is used to indicate the optimal discriminant 

function. 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛{(𝑊∗𝑥) + 𝑎∗} =
𝑠𝑖𝑔𝑛{∑ 𝛼𝑖

∗𝐷
𝑖=1 . 𝑝𝑖(𝑥𝑖

∗ − 𝑥) + 𝑎∗}           (8) 

  

Finally, the computational complexity is reduced 

in the higher dimensional data by changing the 

interior-product (𝑥𝑖
∗ − 𝑥) with a linear kernel 

function 𝑘(𝑥, 𝑥′)  in Eq. (8). Therefore, the 

mathematical Eq. (9) shows respective discriminant 

function to enhance the linear separability of 

assessed samples.  

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛{∑ 𝛼𝑖
∗𝐷

𝑖=1 . 𝑝𝑖. 𝑘(𝑥, 𝑥𝑖) + 𝑎∗}   (9) 

Finally, the output of the SVM classifier is the 

prediction results of the target objects. The 

validation of the proposed method against several 

existing techniques are conducted and explained in 

the next sub-section.  

5. Results and discussion 

In this section, the extensive experiments are 

conducted on publicly available dataset for 

validating the effectiveness of Inception based TL 

method. The parameters include accuracy, precision, 

recall and f-measure used to estimate the Inception 

based TL method against existing techniques. 

Initially, the dataset description, parameter 

evaluation and analysis of Inception based TL 

method are briefly discussed as below. 

5.1. Dataset description 

The Inception based TL method uses the STL-10 

database [22] for comparing their effectiveness 

against existing techniques, where unsupervised 

representation learning is used to design the STL-10 

database. There are 100,000 unlabelled training 

images and 5000 labelled training images present in 

this database. The 10 classes are evenly distributed 

for supervised transfer and totally 8000 images are 

used for testing. The 400 epochs are used to perform 

the unsupervised training and additional 200 epochs 

for supervised transfer. The 96×96 colour images 

are presented in the data, where the images are 

resized randomly and 96×96 crops are extracted. Fig. 

3 show the sample images from STL-10 database.  

 

 

Figure.3 Sample images from STL-10 database 
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5.2. Parameter evaluation 

When compared with existing techniques, the 

performance of Inception based TL method is 

validated by using various parameters. This section 

describes those parameters, which are used for 

checking the property of Inception based TL method. 

The practical and theoretical growth of the system is 

justified by the metrics, where some of the 

important parameters includes accuracy, precision, 

f-measure and recall. The mathematical expression 

for four important parameters is given from Eq. (10-

13) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
               (10) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
               (11) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (12) 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
              (13) 

 

Where, True Positive is described as TP, True 

Negative is represented as TN, False Positive is 

presented as FP and False Negative is illustrated as 

FN.  

5.3. Performance analysis of proposed method 

against existing techniques 

In this sub-section, the validation of Inception 

based TL method is conducted against existing 

techniques namely DNN-SAE [17] and CNN-DA 

[20] on STL-10 database. Here, the training samples 

are considered as 80% and testing samples are 

considered as 20%.   

 

Table 1. Validated results of proposed method against 

existing techniques 

Method

ology  

Accura

cy (%)  

Precisio

n (%) 

Recall 

(%) 

F-

Measur

e (%) 

DNN-

SAE [17] 

87.32 88.63 87.34 82.64 

CNN-

DA [20] 

91.32 90.63 91.34 87.64 

Inception 

Based 

TL 

95.23 94.16 95.46 92.61 

 

 
Figure.4 Performance of inception based TL Method in 

terms of accuracy 

 

Table 1 presents the experimental results of 

Inception based TL method in terms of accuracy, 

precision, recall and f-measure. Fig. 4 shows the 

graphical representation of Inception based TL 

method against existing techniques by means of 

accuracy. Table 1 and Fig. 4 clearly state that the 

Inception based TL method achieved better 

performance in terms of all the parameters against 

existing techniques. Initially, the existing technique 

DNN-SAE achieved only 87.32% accuracy and the 

existing CNN technique used DA to improve the 

accuracy level, which leads to 91.32% accuracy. But, 

the pre-trained CNN failed to extract the efficient 

features for large scale database. To overcome this 

issue, the Inception based TL method is developed 

for both small-scale and large-scale dataset and 

achieved nearly 96% accuracy. The graphical 

representation of Inception based TL method in 

terms of precision and recall is shown in Fig. 5. In 

the analysis to precision performance, the existing 

techniques DNN-SAE achieved 88.63% and CNN 

with DA achieved 90.63%.  

 

 

 
Figure.5 Analysis of inception based TL Method against 

existing techniques 
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In order to improve the precision performance, 

the Inception based TL method used multiple 

features from multiple filters, which will 

automatically increase the network performance. 

Therefore, the Inception based TL method achieved 

94.16% precision, which is illustrated in Fig. 4. In 

addition, the DNN-SAE technique provides poor 

performance in recall analysis due to extraction of 

low-level features. Even though the DNN-SAE 

method achieved robustness in recognition, the 

method provides low accuracy with recall value i.e. 

87.34%. But, the Inception based TL method 

achieved nearly 96% recall in STL-10 database by 

incorporating the low-level and high-level features 

of the data. Finally, Fig. 6 shows the validated 

results of Inception based TL method against DNN-

SAE and CNN with DA using f-measure.  

From the Fig. 6, the results showed that the 

Inception based TL method achieved higher 

performance by means of F-measure against DNN 

and CNN. The DNN-SAE achieved only 82.64% f-

measure and CNN with DA achieved nearly 88% f-

measure, where the Inception based TL method 

achieved f-measure of 92.61%. This is due to the 

usage of inception architecture in Inception based 

TL method. All the architecture includes DNN and 

CNN performed the convolution on the channel and 

spatial wise domain together, which is prior to 

inception. But, in the Inception based TL method, 

the inception block performed cross-channel 

correlations in 1x1 convolution itself and ignored 

the spatial dimensions, which is used to improve the 

performance of Inception based TL method. Finally, 

in 3x3 and 5x5 filters, the inception layer followed 

the cross-channel and cross-spatial correlations. 

Therefore, the Inception based TL method achieved 

better performance than other existing techniques, 

namely CNN-DA and DNN-SAE.  

 

 

Figure.6 Performance analysis of proposed method in 

terms of F-measure 

Table 2. Comparative analysis of inception based TL 

method against existing technique 

Methodo

logy 

Datab

ase 

Accur

acy 

(%) 

Precis

ion 

(%) 

Rec

all 

(%) 

F-

Mea

sure 

(%) 

DNN 

Network 

in Lower-

level 

visualizin

g features  

STL-

10 

Databa

se 

80.21 83.33 80 86 

DNN 

Network 

in 

Higher-

level 

visualizin

g features 

82.15 91.75 84 87 

Inception 

based TL 

95.23 94.16 95.4

6 

92.61 

5.4 Comparative analysis of inception based TL 

method 

In this section, the performance of Inception 

based TL method is compared with existing 

technique in terms of all the parameters, which is 

shown in Table 2. Y. Chen, H. Meng, X. Wen, P. 

Ma, Y. Qin, Z. Ma, and Z. Liu [23] designed a 

hybrid deep network model to extract the higher 

layer visualizing features using the combination of 

SAE, CNN and regression model. The TL was 

introduced in SAE model for obtaining the cross-

domain higher-level features to classify the target-

domain sample objects. These data were given as 

input to CNN model for acquiring global visualizing 

features. The experiments were conducted on STL-

10 database to validate its effectiveness. However, 

the method failed to extract the high level features 

of the target domain, when the background is 

complex.  

According to higher layer feature extraction, the 

performance of DNN algorithm provides better 

performance than lower layer visualizing features as 

shown in Table 2. This is due to the introduction of 

TL in higher layer feature extraction, where the lack 

of training process is effectively improved by TL for 

small sample target objects. However, if the 

background is complex to classify target objects, the 

DNN with higher layer feature extraction method 

provides poor performance. In order to overcome 

the issue, this research study introduced the 

inception layer in this approach, where it effectively 

avoids degradation of classification performance. To 

represent any function, Inception based TL network 
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with a single layer is sufficient which is based on the 

universal approximation theorem. 

6 Conclusion 

In the target domain of TL, the learning problem 

is solved by using the training data in the source 

domain with various distributions. According to 

availability of a huge amount of labelled data, 

traditional machine learning algorithm trained a 

model in the same feature space. But, often the 

labelled data are scarce and expensive to obtain in 

domain adaptation. In order to address the issues in 

a deep learning network, the research study 

developed an Inception based TL with SVM. There 

are two phases used in the Inception based TL 

method, where the effect of DA is investigated on 

the pre-trained inception layer in the first phase. 

Then, the features are extracted from all the layers 

of inception and learned by the SVM in second 

phase. The experiments are conducted on STL-10 

database to validate the effectiveness of inception 

based TL in terms of accuracy, precision, recall and 

f-measure. The results stated that the Inception 

based TL method achieved accuracy of 95.23%, 

precision of 94.16%, f-measure of 92.61% and recall 

of 95.46% against existing CNN and DNN with 

SAE. In future work, it is important to use the 

effective ensemble feature extraction techniques to 

avoid the overfitting of the training data.  
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