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Abstract: The outlier detection technique is widely used in the data analysis for the clustering of data. Many techniques 

have been applied in the outlier detection to increase the efficiency of the data analysis. The Local Projection based 

Outlier Detection (LPOD) method effectively identifies neighbouring values of data, but this has the drawback of 

random selection of the cluster centre that affects the overall clustering performance of the system. In this study, the 

Adaptive Clustering by Fast Search and Find of Density Peak (ACFSFDP) is proposed to select the clustering centre 

and density peak. This ACFSFDP method is implemented with the min-max algorithm to find the number of categories 

that measured the local density and distance information. The density and distance are used to select the cluster centre, 

but density is not calculated on the existing distance based clustering techniques. The ACFSFDP method calculates 

cluster centre based on the density and distance during the clustering process, whereas the existing techniques 

randomly select the data centre. The results indicated that the ACFSFDP method is provided effective outlier detection 

compared with existing Clustering by Fast Search and Find of Density Peak (CFSFDP) methods. The ACFSFDP is 

tested on two datasets Pen-digits and waveform datasets. The experiment results proved that Area Under Curve (AUC) 

of the ACFSFDP is 99.08% on the Pen-Digit dataset, while the existing distance classifier method k-Nearest Neighbour 

has achieved 68.7% of AUC. 

Keywords: Adaptive clustering by fast search and find of density peak, Local projection based outlier detection, 

Outlier detection, Pen-digits dataset, Waveform dataset. 

 

 

1. Introduction 

Detection of outliers plays a major role in various 

applications and it is considered as one of the key 

pillars of data mining technology [1]. Nowadays, the 

researchers have conducted several studies for 

extending its applications in several areas like 

clustering, data mining, etc. In a given dataset, the 

outliers are separated from the normal data points 

using outlier detection algorithms and these 

traditional approaches are mainly relying on robust 

statistics [2]. The nature of the dataset is defined by 

the outliers, where a certain interesting point in data 

didn’t conform to the natural behaviour of the dataset 

[3]. The pattern-based or coupling based methods are 

used as the most unsupervised methods in outlier 

detection for categorical data. The outline measure is 

a pattern frequency that is employed by the pattern 

based methods to search the normal or outlying 

patterns. [4]. According to the researchers, the most 

popular techniques are parametric and non-

parametric density based methods to detect outliers. 

Stochastic (generative) density is learned from data 

by these methods, then the data points with outliers 

as low probabilities are identified [5]. For instance, 

anomaly detection problems are solved by 

developing Gaussian Mixture Models (GMM). 

The broad spectrum of application fields and the 

definitions of precise conceptual complexity have 

been revealed by several related terminologies, those 

are deviants, anomalies, discordant, novelties, 

contaminants, exceptions and abnormalities, where 

all these terms are used to refer the outliers [6]. In 
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general, first three methods Local Outlier Factor 

(LOF), kNN and distribution hypothesis have been 

developed to identify the degree of isolation or 

outliers. Moreover, the various clustering 

technologies have been implemented to identify the 

outliers, i.e. the points that do not belong to any 

cluster [7]. The parameters for outlier factors are 

obtained using LOF method, which is an important 

outlier detection approach. The identified outlier 

factors are represented by the degree of abnormality 

of the model parameters [8]. Many existing methods 

have been applied to the outlier method to increase 

the efficiency of the analysis, but these methods have 

the limitation of selecting the cluster centre (i.e. 

random selection of the data centres that leads to high 

computation time) [9, 10]. In this study, the 

ACFSFDP method is proposed to increase the 

performance of the outlier detection by proper 

selection of data based on the min-max algorithm. 

This algorithm is used to identify the number of 

categories that are used to measure the distance 

information. Local density and distance information 

are measured to select the cluster centre and perform 

the clustering process. The existing methods have 

used the cluster centre based on random selection of 

clusters during clustering process that leads to false 

positive cluster. The proposed ACFSFDP method 

uses the density based cluster centre that leads to 

adapt the neighbourhood size and data instances for 

cluster analysis. The results proved that the 

ACFSFDP method has achieved higher performance 

compared to the existing methods kNN and CFSFDP 

in outlier detection due to density based cluster centre. 

The paper is organised as the literature review is 

presented in the Section 2, the explanation on the 

proposed methodology is presented in the Section 3, 

experimental result is discussed in the Section 4 and 

conclusion is drawn in the Section 5. 

2. Literature works 

M. Bai, X. Wang, J. Xin, and G. Wang [11] 

designed a Distributed Local outlier factor 

Computing (DLC) and Grid-Based Partition 

algorithm as (GBP) to detect outliers. This method 

processed the large datasets with less processing time 

compared to existing techniques. In large-scale data, 

this method consumed less number of resources. 

However, the network resources of existing 

techniques were highly overhead, which indicates 

that the performance of existing techniques is limited. 

In addition, while computing the distance between 

two tuples, the dimensionality increases in this 

developed method that lead to high consumption of 

time and reduction in the performance. 

R. J. Campello, D. Moulavi, A. Zimek and J. Sander 

[12] identified the presence of outliers by 

implementing the Global-Local Outlier Scores from 

Hierarchies (GLOSH). A complete density-based 

clustering hierarchy was developed to find solutions 

for an infinite range of density thresholds. This made 

the GLOSH as robust as other existing techniques 

like LOF, kNN, local distance-based outlier detection 

(LDOF) approach and Local Outlier Probabilities 

(LoOP) in the outlier detection process. However, the 

results indicate that this method is not capable of 

providing better density estimations that lead to poor 

computing estimations. 

B. Tang and H. He [13] developed an outlier 

detection method based on local kernel density 

estimation (KDE). The object’s local outlier was 

measured using KDE with density distribution at the 

location of the object. The KDE method considered 

the reverse nearest and shared nearest neighbour of 

an object for density distribution estimation. The 

KDE method was tested on both synthetic and real-

time datasets and results showed that the KDE 

method achieved higher performance. However, the 

KDE method works effectively only on standard 

dataset and unable to adopt in real-life applications. 

M. A. Rahman, K. L. M. Ang and K. P. Seng [14] 

developed parameter based on the two neighbouring 

clustering method of independent density. A unique 

closest neighbourhood and unique neighbourhood set 

were the two methods used in clustering method. The 

first method used the dataset with no explicit outliers 

for simulation, but the other method provided higher 

performance even when the explicit outlier was 

present. However, the computational complexity of 

the developed algorithms reduced due to clusters’ 

arbitrary shape and it is unable to handle complex 

datasets. 

A. Abid, A. Kachouri, and A. Mahfoudhi [15] 

implemented a Density-Based Spatial Clustering of 

Applications with Noise Outlier Detection 

(DBSCANOD) method. The minimum accepted 

cluster with radius value were computed by this 

method to make the Density-Based Spatial Clustering 

of Applications with Noise (DBSCAN) process for 

data clustering. A decision was made about each 

point by this method and concluded that the point was 

either normal or abnormal. However, in the detection 

of outliers amelioration is highly imposed, especially 

in the very near outlier points. 

H. Liu, X. Li, J. Li, and S. Zhang [16] proposed k 

of kNN with Local Projection Score (LPS) to analyse 

the neighbourhood of the data using low-rank 

approximation. The local neighbourhood information 

was used to find the data is outlier or not. The 

experimental result showed that the proposed method 
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achieved higher performance compared to existing 

methods. However, the efficiency of the method 

relies only on kNN and it is affected by distance 

formulation of kNN. 

S. Wang, W. Hua, H. Liu and L. Jiao [17] 

identified the number of classes for polarimetric 

synthetic aperture radar (PolSAR) images by 

implementing an unsupervised classification method. 

The complementary information from Yamaguchi 

decomposition was used to cluster the PolSAR 

images. Next, the appropriate category number was 

chosen by CFSFDP and PolSAR images were 

classified by complex K-Wishart function. The three 

real datasets San Francisco area, Xi’an area and 

Flevoland area of PolSAR images were selected to 

test the performance of CFSFDP in terms of time cost 

and accuracy. However, there was misclassification 

of some urban area into forest area due to improper 

cluster formation.  

J. He and N. Xiong [18] identified a high density 

outliers by developing the Decision Graph Based 

Outlier Detection (DGOD) method. Moreover, the 

techniques LPS, LOF and Angle-based Outlier Factor 

(ABOF) were implemented in this study to detect the 

outliers. For each samples, the score for decision 

graph was calculated initially and the samples were 

ranked based on the score values. At last, the outliers 

were classified by returning the samples with top-k 

score values. The experiments were conducted on 

real-world and synthetic datasets to test the efficiency 

of developed techniques. To get the density 

information, pairwise distances between all samples 

needed to identify by DGOD, but these distance 

computation affected the performance of DGOD 

method. 

From the analysis of existing techniques, it is 

found out that the major issues are dimensionality 

increased between two data that leads to high 

computation time and those techniques are based 

only on random selection of cluster centre during 

clustering process. In order to address the issues, the 

proposed ACFSFDP method uses the average of 

𝑛_samples by choosing distance cutoff in ACFSFDP 

(i.e. density estimations during clustering), which is 

explained in the next section. In addition, the existing 

techniques CFSFDP [17] and LPS [18] are 

implemented on the Pen-digits and Waveform dataset 

to validate the effectiveness of proposed ACFSFDP. 

3. Method 

In order to analyse the high dimensional data 

effectively, the outlier detection method is used. LPS 

provides the effective analysis in the deviation of an 

observation of its neighbourhood. However,  

 
Figure. 1 Proposed ACFSFDP in outlier detection 

 

clustering efficiency has to be improved in the LPS. 

In this study, the ACFSFDP is proposed for the 

outlier detection technique to improve the 

performance of the data analysis. The proposed 

ACFSFDP uses the density peak for the cluster 

analysis and max-min algorithm is used to determine 

the cluster centre. The Fig. 1 presents the process of 

proposed ACFSFDP. 

3.1 Outlier detection 

In linear algebra, the most important and 

fundamental concept is the matrix rank. The leading 

entries are referred as matrix rank that corresponds to 

linearly independent columns or rows of the matrix. 

The total number of non-zero singular values in the 

matrix is considered as rank. The columns of a large 

matrix are arranged as high-dimensional data, i.e.  ∈
 𝑅𝑛 × 𝑚  , where the number of observations and 

variables (or features) is defined as 𝑛 and 𝑚 , 

respectively. The Eq. (1) presents the decomposition 

of 𝐷 by considering the singular value decomposition 

technique. 

 

𝐷 = 𝑈𝑆𝑉𝑇                                (1) 

 

Where, left and right singular vectors are defined 

as 𝑈 ∈  𝑅𝑛×𝑟and 𝑉 ∈  𝑅𝑚×𝑟. The diagonal matrix is 
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𝑆 ∈  𝑅𝑟×𝑟 , that consists of singular values of D as 

𝑆 =  𝑑𝑖𝑎𝑔{𝜎1, 𝜎2, . . . , 𝜎𝑟, 0, 0, . . . , 0}  and it is 

arranged in decreasing order as 𝜎1  ≥ . . . ≥  𝜎𝑟  >  0 . 

Finally, 𝑟 is the rank of D  (i.e. 𝑎𝑛𝑘(𝐷)  =  𝑟) and 

𝑟 ≤  𝑚𝑖𝑛{𝑛, 𝑚}. 

The sparsity of matrix is calculated by an 

effective tool called rank, where high sparse of matrix 

is represented by lower rank. The data are often 

generated in the real-world applications from low 

dimensional spaces, where the corresponding data 

matrices rank are relatively low. But, these data 

matrices are obtained from the high ranks due to the 

presence of noises that are raised from different 

aspects. Therefore, it is important to eliminate the 

noises from high-dimensional data matrices and 

achieved the matrices with low rank for analysing the 

data. 

The representation and recover of data within 

low-dimensional subspaces from high-dimensional 

spaces are carried out using low-rank approximation, 

which is a versatile technique. The aim of this 

technique is to reduce the matrix discrepancy 

between a high-dimensional data matrix and its 

reduced matrix, i.e. achieving a low rank matrix 𝐷̅ for 

𝐷. In general, the matrix 𝐷̅ within a low-dimensional 

subspace is identified using the mathematical model 

of low-rank approximation, hence the following 

constraint is reduced in Eq. (2). 

 

min
𝐷̅

||𝐷 − 𝐷̅||
𝐹

                         (2) 

𝑠. 𝑡. 𝑟𝑎𝑛𝑘(𝐷̅) ≤ 𝑡   

 

Where, 𝐷 is a data matrix and 𝐷̅ represents the 

reduced matrix and t denotes the time. The Frobenius 

norm (𝐹) of 𝑋 is||𝑋||
𝐹

= √Σ𝑖Σ𝑗𝑥𝑖𝑗
2 . It is considered 

and known as a combinatorial NP hard for the above 

optimization problem. Therefore, constraints are 

relaxed to make the minimization problem trackable 

and identify the feasible solution. In Eq. (3), the 

convex optimization problem is calculated from Eq. 

(2). 

 

  min
𝐷̅

||𝐷 − 𝐷̅||
𝐹

                      (3) 

𝑠. 𝑡. ||𝐷̅||
∗
 

 

Where, nuclear norm or trace norm is represented 

as||𝐷̅||
∗
that can be defined as the summation of top 𝑡 

singular values of 𝐷̅ , i.e. ||𝐷̅||
∗

= Σ𝑖=1
𝑡 𝜎𝑖 . The 

method selects the top  𝑡  singular values for 

minimizing the noise effects that increase the 

robustness of this research work.  

The various effective solutions like augmented 

Lagrange multipliers, iterative thresholding, 

alternating direction and accelerated proximal 

gradient methods are considered for the optimization 

problem of Eq. (3). Here, nuclear norm minimization 

problems are efficiently solved by considering the 

technique of Singular Value Thresholding (SVT). It 

is important that the Eq. (3) has the same solution for 

the following optimization problem as present in Eq. 

(4).  

 

min
𝐷̅

1

2
||𝐷 − 𝐷̅||

𝐹

2
+ 𝜆||𝐷̅||

∗
             (4) 

 

Where, 𝜆  denotes the weighted values or 

threshold values. 

3.2 Local projection-based outlier detection 

According to the above analysis, an outlier 

detection method called Local Projection based 

Outlier Detection (LPOD) is applied, where it 

consists of two steps; the calculation of LPSs is the 

first step and the identification of outliers based on 

scores is the second step. The divergence degree of 

neighbourhood after projected into low-dimensional 

subspace is the core idea of LPOD. Initially, the kNN 

is used to obtain the 𝑥 neighbors within the former 

stage and projected into a low dimensional subspace. 

The process of estimating the anomalous 

score 𝑙𝑝𝑠(𝑥) of 𝑥  is carried out, when the singular 

values are available. 

Within the data collection 𝐷, 𝑚 features are used 

to represent the number of 𝑛  observations, where 

𝑂(𝑘𝑛2) is the time complexity of conventional kNN 

algorithm. The kNN efficiency is improved to 

𝑂(𝑘𝑛𝑙𝑜𝑔𝑛), when the k-d tree searching technique is 

considered [16]. The cost for the projection and 

optimization problems is considered as 

𝑂(𝑚𝑎𝑥(𝑘𝑚2, 𝑘2𝑚))  time. In general, 𝑚  is higher 

than 𝑘  and 𝑂(𝑚𝑎𝑥(𝑘𝑛3, 𝑘𝑛𝑚2))  is the time 

complexity of the proposed method. When compared 

with other outlier detection algorithms, LPOD 

finishes quickly in this experiment. 

The appropriate values are assigned using two 

parameters in LPOD algorithm, where the number of 

desirable nearest neighbour is defined as the first 

parameters, i.e. 𝑘 (1 ≤  𝑘 ≤  𝑛) . Suppose if the 

value of 𝑘 is too low, then kNN is very sensitive to 

noise. The process of identifying the outliers is 

difficult, because the probability density function of 

𝑙𝑝𝑠(𝑥) is flat, when 𝑘 is high. The cross validation is 

used as an empirical solution to identify the value of 

𝑘 [16]. In the next section, the simulation results are 
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presented, which shows that assigning a proper value 

are ranging from five to ten for 𝑘.  

3.3 Adaptive clustering by fast search and find of 

density peaks 

Two indexes distance as 𝑑𝑖 and local density as 

𝜌𝑖 must be computed for each data point 𝑖 with higher 

density. Consider 𝑆 = {𝑥1, 𝑥2, … , 𝑥𝑛}  is the dataset 

that needs to be clustered, 𝐼𝑠 = {1,2, … , 𝑛}  is the 

corresponding indicator set and the 𝑑𝑖𝑗 = 𝑑𝑖𝑠𝑡(𝑥𝑖𝑥𝑗) 

is the distance between two points such as 𝑥𝑖 and 𝑥𝑗. 

In the dataset 𝑆, two qualities include distanced as 𝛿𝑖 

and local density should be computed for every point 

𝑥𝑖. 

There are two kinds of methods Cut-off kernel 

and Gaussian kernel those are used to identify the 

local density as 𝜌𝑖. The mathematical expression of 

these models is presented in Eqs. (5) and (6). 

 

Cut-off kernel: 

 

𝜌𝑖 = Σ𝑗𝑥(𝑑𝑖𝑗 − 𝑑𝑐)                       (5) 

 

if 𝑥 <  0 otherwise, specific the cut-off distance 

as 𝑑𝑐.  

Gaussian kernel: 

 

𝜌𝑖 = Σ𝑗𝑒
−(

𝑑𝑖𝑗

𝑑𝑐
)

2

                        (6) 

 

From the above two equations, it is clear that the 

discrete value is represented by Cut-off kernel and 

continuous value is represented by Gaussian kernel. 

But, there are conflict occur between probability 

values, i.e. same local density values are presented in 

various data points. Hence, local density values are 

identified using the Gaussian kernel method in this 

study.  

It is important to identify the number of categories of 

the data set, so this study uses Max-Min algorithm. 

According to the Euclidean distance, Max-Min 

algorithm has a specific implementation steps that are 

represented in the following points:  

 

1 The parameter 𝜃  is selected, i.e. 0 < 𝜃 < 1 

and the first sampling point is randomly 

chosen as 𝑍1 = 𝑥1; 

2 Identify the new cluster centre as follows:  

A. From all other samples, evaluate the 

distance 𝐷𝑖1 to 𝑍1; 

B. Take the second sample points 𝑍2 as 𝑥𝑘, 

if 𝐷𝑘1 = max {𝐷𝑖1}; 

C. From all samples to the sample points 𝑍1 

and 𝑍2, identify the distance 𝐷𝑖1 and 𝐷𝑖2; 

D. Select the 𝑥𝑚  as the third sample 𝑍3 ; if 

the distance between 𝑍1  and 𝑍2  is 𝐷𝑚 >
𝜃 ∗ 𝐷12, 𝐷12  , where 𝐷𝑚 =
max {min {𝐷𝑖1, 𝐷𝑖2}}, 𝑖 = 1,2, . . , 𝑛;  

E. Evaluate 𝐷𝑗 =

max{min(𝐷𝑖1, 𝐷𝑖2, 𝐷𝑖3)} , 𝑖 = 1,2, … 𝑛,  if 

𝐷𝑗 > 𝜃 ∗ 𝐷12 and 𝑍3 exist, then set 𝑍4 as 

forth sample point. Repeat the steps until 

the maximum and minimum distance is 

not greater than 𝜃 ∗ 𝐷12  to find the 

sampling points. 

3 The number of categories is also called as the 

number of sampling points, which is used to 

represent the output.  

1) Cluster center selection 

The identification of cluster centres is an 

important step, where 𝑐𝑖  indicates 𝑖𝑡ℎ  data with 

initial as 𝑐𝑖 = 0  for all data points. The 𝛾  value is 

obtained using the 𝜌 and 𝛿 values, which are used to 

select the cluster center. Each data point’s 𝛾 value is 

used to select the clustering centres, where the 

following statements explain its process. 

1 For every point, identify the distance as 𝛿 and 

the local density as 𝜌.  

2 According to orders of magnitude, the effects of 

𝜌  and 𝛿  values are eliminated by normalizing 

these values. Then, the 𝛾 value are identified as 

𝛾𝑖 = 𝜌𝑖𝛿𝑖; 

3 In descending order, the obtained values of  𝛾 

need to arrange. The cluster centers are selected 

as the first 𝑘  data points those have largest 𝛾 

value. The min-max algorithm is used to obtain 

the 𝑘  categories, where the cluster centers 

corresponds to 𝑐𝑖 = 1,2, … 𝑘.  

4. Result and discussion 

Outlier detection measures the deviation from the 

normal behaviour and is used in the data analysis and 

clustering techniques. Many existing methods have 

been used the outlier detection techniques as the 

clustering method, but it has the limitation of random 

selection of cluster centre that affects the 

performance. The proposed ACFSFDP uses the 

density peak to select the cluster center based on a 

min-max algorithm. The two datasets Pen-Digits and 

waveforms are used for the performance analysis of 

the proposed ACFSFDP method in outlier detection 

[19, 20]. The metrics such as Accuracy, precision, 

recall, F-measure and AUC are used to measure the 

performance of the proposed method, which is 

described as follows. 
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The mathematical Eq. (7) shows the formula of 

precision, which is used to measure the true positive 

data, where a portion of positive data is identified by 

recall for a given cluster is defined in Eq. (8). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 × 100                (7) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
  × 100                    (8) 

 

In order to determine the outliers, the 

measurement of statistical variability and random 

errors are used to define the overall accuracy, which 

is presented in Eq. (9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100     (9) 

 

where, True Positive is represented as TP, True 

Negative is presented as TN, False Positive is 

described as FP and False Negative is depicted as FN 

in the three Eqs. (7)-(9). 

 

Wherever Times is specified, Times Roman of Times 

New Roman may be used. If neither is available on 

your word processor, please use the font closest in 

appearance to Times. Avoid using bit-mapped fonts 

if possible. True-Type 1 fonts are preferred. 

The mathematical Eq. (10) provides the score 

calculated by considering the recall and precision of 

the test and then, F-measure is defined. 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
           (10) 

 

This study has used the two dataset Pin-digits and 

waveform [12] for simulations. The Table 1 presents 

the performance of the proposed ACFSFDP in terms 

of accuracy, precision, recall and F-score. The four 

metrics are calculated to analyse the efficiency of the 

proposed ACFSFDP method. The proposed method 

achieves more than 98% accuracy in the Pen-digits 

dataset and more than 75% accuracy in the waveform 

dataset. The proposed method uses the min-max 

algorithm to find the number of categories. The local 

density and distance information are used to select the 

cluster centre. The proposed method gains significant 

performance due to this advantage. The ACFSFDP 

method achieve higher efficiency in the Pen-digits 

datasets and considerable performance in the 

waveform dataset. The waveform dataset attributes 

contain noise and 19 attributes out of 40 attributes are 

all noise attributes. The ACFSFDP method achieves 

higher performance in both datasets in terms of the 

clustering functions. 

 

Table 1. The proposed ACFSFDP method in various 

metrics 

 Adaptive Clustering by fast search and 

find of density peaks (ACFSFDP) 

Datasets Iteratio

ns 

Accurac

y (%) 

Precisio

n (%) 

Reca

ll 

(%) 

F1scor

e (%) 

Pen-

Digits 

K=4 99.79 96.26 96.26 96.26 

K=8 99.83  96.26 96.26 96.26 

K=12 99.77 96.34 96.34 96.34 

K=16 99.80 96.17 96.17 96.17 

K=20 99.75 96.26 96.26 96.26 

K=24 99.80 96.26 96.26 96.26 

K=28 99.74 96.75 96.75 96.75 

K=32 99.75 96.58 96.58 96.58 

K=36 99.78 96.26 96.26 96.26 

K=40 99.79 96.26 96.26 96.26 

Wavefor

m  

K=4 76.16 58.25 58.25 58.25 

K=8 76.18 58.27 58.27 58.27 

K=12 76.16 58.25 58.25 58.25 

K=16 76.16 58.25 58.25 58.25 

K=20 76.18 58.27 58.27 58.27 

K=24 76.18 58.27 58.27 58.27 

K=28 76.16 58.25 58.25 58.25 

K=32 76.16 58.25 58.25 58.25 

K=36 76.16 58.25 58.25 58.25 

K=40 76.16 58.25 58.25 58.25 

 

 
Figure. 2 Accuracy of the proposed method in various 

iteration 

 

 
Figure. 3 Precision of proposed method in various 

iterations 
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The ACFSFDP method is tested on Pen-Digits 

datasets and accuracy for various iterations is 

presented in Fig. 2. The accuracy of ACFSFDP is 

high for 8 iterations and 24 iterations. In the 40th 

iteration, the ACFSFDP method is able to analyse all 

the attributes for the outlier detection. The ACFSFDP 

method is able to adapt to the data instance due to the 

selection of cluster centre based on the local density 

and distance information. 

The ACFSFDP method’s precision value is 

measured for various iterations on Pen-Digits 

datasets, as presented in the Fig. 3. The ACFSFDP 

method is analysed for 40 iterations and has achieved 

96.26 % precision. The results indicate that 

ACFSFDP method has achieved higher clustering 

performance. 

The AUC metrics provide the capacity of the 

model to distinguish between the classes in the 

clustering or classification process. The AUC of the 

ACFSFDP method for two datasets Pen-Digits and 

waveforms are presented in the Fig. 4. The proposed 

ACFSFDP method gain higher AUC for the Pen-

digits dataset. For waveform dataset, the ACFSFDP 

method achieves 80 AUC. The ACFSFDP method 

has the advantages of using the local density and 

distance information to select the cluster centre. The 

AUC is measured in the various Neighbours sizes in 

the data and presented in the Fig. 5. For various 

neighbour size, the proposed ACFSFDP method 

achieves the similar AUC for the dataset. 

The AUC is measured for the proposed 

ACFSFDP method, existing methods LPS [18] and 

CFSFDP on Pen-digits dataset, as presented in Fig. 6. 

The AUC of the proposed ACFSFDP is more than 98 

and for the LPS method, AUC is around 60. The 

ACFSFDP method uses the local density and distance 

information to select the cluster centre that improves 

the method’s efficiency by adaptive to data instances. 

The LPS method achieves less than 60 AUC for the 

clustering process. As result shows that the 

ACFSFDP has higher capacity to distinguish various 

classes in the data. The AUC is measured for the 

various neighbour size that shows the proposed 

method has a similar AUC for the various neighbours’ 

size. 

The computational time of the proposed 

ACFSFDP method and existing LPS [18] and 

CFSFDP [17] methods are presented in the Table 2. 

The ACFSFDP method has lower computation time 

(i.e. 19.56s for Pen-digits and 3.96s for Waveform), 

where LPS method [18] has the highest computation 

time (i.e. 36.09s for Pen-Digits and 9.69s for 

Waveform dataset). The ACFSFDP method has the 

capacity to adapt to the data and find the cluster 

centre for clustering process. Therefore, this method 

 
Figure. 4 AUC of the proposed method for two datasets 

 

 
Figure. 5 The AUC of the proposed and existing method 

in pen-digits dataset 

 

 
Figure. 6 AUC metrics for the various methods in 

waveform dataset 

 
Table 2. Computational time of the proposed method 

Dataset Computational time (s) 

LPS 

[18] 

CFSFDP 

[17] 

ACFSFDP 

Waveform 9.69 4.57 3.96 

Pen-Digits 36.09 25.16 19.56 

 

is suitable for the real-time application. 

The proposed ACFSFDP has the AUC of more 

than 80, while existing methods LPS has the AUC of 
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50. The proposed ACFSFDP method has more 

capacity to distinguish between the different classes 

of data. For the various neighbours’ size, the AUC of 

the proposed and existing is similar. 

4.1 Performance analysis of proposed method 

with existing techniques on pen-digit and 

waveform dataset 

In this section, the effectiveness of proposed 

ACFSFDP is compared with the existing technique 

LPS [18] and traditional CFSFDP method [17]. Table 

3 presents the validated results of the proposed 

ACFSFDP method with LPS and CFSFDP in terms 

of accuracy, precision, recall of different numbers of 

iterations.  

From the above Table 3, the results point out that 

the proposed ACFSFDP method has achieved better 

results in the case of Pen-Digits datasets in terms of 

accuracy, precision and recall. The existing LPS 

method achieved only the average accuracy of 

90.55% and average precision, recall and f-score of 

89.15%, this is because the efficiency depends on the 

kNN method. But, the ACFSFDP method achieved 

the average accuracy of 99.78% and average 

precision, recall and f-score of 96.34%, which is 

slightly better than traditional CFSFDP method [17]. 

The reason is that the proposed ACFSFDP uses the 

density based cluster centre, where the random centre 

is used by the traditional CFSFDP method [17] 

during clustering process. Table 4 presents the 

experimental results of the proposed ACFSFDP 

method with the existing techniques LPS [18] and 

CFSFDP [17] on Waveform Dataset in terms of 

accuracy, precision and recall. 

The proposed method has gained low accuracy in 

the case of the Waveform Dataset, because the 

outliers are high in this dataset compared to the Pen-

Digit Dataset. For instance, the ACFSFDP method 

achieved the average accuracy of 76.16%, where the 

LPS method achieved only the average accuracy of 

66.90%. In addition, the average recall of proposed 

ACFSFDP is only 58.25%, where the traditional 

CFSFDP achieved the average recall is 56.22%. The 

Fig. 7 shows results of the cluster outlier detection for 

two datasets. 

The performance of the ACFSFDP method is 

compared with the existing techniques CFSFDP [17] 

and LPS [18] in terms of F-score and AUC. Table 5 

shows the comparative results of proposed 

ACFSFDP based on Pen-Digits dataset. 

The existing techniques LPS [18] and CFSFDP 

[17] achieved nearly 60% to 63% of AUC and 88% 

to 90% of F-score on Pen-Digits dataset, because LPS 

technique is unable to estimate the outliers effectively. 

The CFSFDP has been implemented on the standard 

dataset and identified the outliers and increased the 

AUC to 98.85%, but it depends on the selection of the 

random centre in clustering process. In order to 

address the issues, adaptive technique is included in 

the existing CFSFDP as ACFSFDP based on density 

centre and achieved 99.08% of AUC. Likewise, the  

 
Table 3. Analysis of ACFSFDP method on pen-digits dataset in terms of accuracy, precision and recall 

Number 

of 

Iterations 

Pen-Digits 

Accuracy (%) Precision (%) Recall (%) 

LPS 

[18] 

CFSFDP 

[17] 
ACFSFDP 

LPS 

[18] 
CFSFDP [17] ACFSFDP LPS [18] 

CFSFDP 

[17] 
ACFSFDP 

K=4 90.5 96.58 99.79 89.0 95.35 96.26 89.0 95.35 96.26 

K=8 90.6 98.89 99.83  89.1 95.48 96.26 89.1 95.48 96.26 

K=12 90.5 98.56 99.77 89.1 95.33 96.34 89.1 95.33 96.34 

K=16 90.5 98.66 99.80 89.1 9542 96.17 89.1 9542 96.17 

K=20 90.5 98.61 99.75 89.1 95.46 96.26 89.1 95.46 96.26 

K=24 90.6 98.67 99.80 89.1 95.28 96.26 89.1 95.28 96.26 

K=28 90.5 98.69 99.74 89.2 95.34 96.75 89.2 95.34 96.75 

K=32 90.5 98.66 99.75 89.2 95.36 96.58 89.2 95.36 96.58 

K=36 90.5 98.65 99.78 89.1 95.35 96.26 89.1 95.35 96.26 

K=40 90.5 98.69 99.79 89.2 95.35 96.26 89.2 95.35 96.26 

Average 

Values 
90.55 98.46 99.78 89.15 95.40 96.34 89.15 95.40 96.34 
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Table 4. Analysis of ACFSFDP method on waveform dataset by means of accuracy, precision and recall  

Number 

of 

Iterations 

Waveform 

Accuracy (%) Precision (%) Recall (%) 

LPS 

[18] 

CFSFDP 

[17] 
ACFSFDP LPS [18] 

CFSFDP 

[17] 
ACFSFDP 

LPS 

[18] 
CFSFDP [17] ACFSFDP 

K=4 66.9 72.11 76.16 34.6 56.21 58.25 34.6 56.21 58.25 

K=8 66.9 72.14 76.18 34.6 56.23 58.27 34.6 56.23 58.27 

K=12 66.9 72.15 76.16 34.5 56.23 58.25 34.5 56.23 58.25 

K=16 66.9 72.18 76.16 34.6 56.21 58.25 34.6 56.21 58.25 

K=20 66.9 72.18 76.18 34.4 56.21 58.27 34.4 56.21 58.27 

K=24 66.9 72.15 76.18 34.6 56.24 58.27 34.6 56.24 58.27 

K=28 66.9 72.17 76.16 34.6 56.23 58.25 34.6 56.23 58.25 

K=32 66.9 72.19 76.16 34.6 56.21 58.25 34.6 56.21 58.25 

K=36 66.9 72.18 76.16 34.6 56.22 58.25 34.6 56.22 58.25 

K=40 66.9 72.18 76.16 34.6 56.22 58.25 34.6 56.22 58.25 

Average 

Values 

66.90 72.16 76.16 34.62 56.22 58.25 34.62 56.22 58.25 

 

 
(a)                                                                   (b) 

Figure .7 Outlier detection results of two datasets 

 
Table 5. Comparative analysis of proposed method on pen-digits in terms of F-score and AUC analysis 

Number of 

iterations 

Pen-Digits  

F-score (%) AUC (%) 

LPS [18] CFSFDP [17] ACFSFDP LPS [18] CFSFDP [17] ACFSFDP 

K=4 89.0 95.35 96.26 60.12 98.91 99.09 

K=8 89.1 95.48 96.26 60.18 98.98 99.11 

K=12 89.1 95.33 96.34 60.10 98.96 99.08 

K=16 89.1 9542 96.17 60.10 98.91 99.09 

K=20 89.1 95.46 96.26 60.13 98.92 99.07 

K=24 89.1 95.28 96.26 60.16 98.92 99.10 

K=28 89.2 95.34 96.75 60.12 98.91 99.09 

K=32 89.2 95.36 96.58 60.18 98.96 99.09 

K=36 89.1 95.35 96.26 60.12 98.54 99.08 

K=40 89.2 95.35 96.26 60.11 98.56 99.08 

Average 

Values 
89.15 95.40 96.34 

60.13 98.85 99.08 

 

CFSFDP achieved average F-score of 95.40%, where 

the ACFSFDP achieved 96.34% of average F-score 

on Pen-Digits Dataset. Table 6 presents the 

comparative analysis of ACFSFDP with traditional 

techniques namely LPS [18] and CFSFDP [17] based 

on Waveform Dataset. 

From the comparative analysis, it is concluded 

that the ACFSFDP method has achieved better AUC  



Received:  June 10, 2020.     Revised: July 13, 2020.                                                                                                        129 

International Journal of Intelligent Engineering and Systems, Vol.13, No.6, 2020           DOI: 10.22266/ijies2020.1231.11 

 

Table 6. Comparative analysis of proposed method on waveform dataset in terms of F-score and AUC analysis 

Number of 

iterations 

Waveform 

F-score (%) AUC (%) 

LPS [18] CFSFDP [17] ACFSFDP LPS [18] CFSFDP [17] ACFSFDP 

K=4 34.6 56.21 58.25 54.56 76.42 79.51 

K=8 34.6 56.23 58.27 56.28 76.41 79.49 

K=12 34.5 56.23 58.25 52.24 76.44 79.53 

K=16 34.6 56.21 58.25 56.34 76.46 79.56 

K=20 34.4 56.21 58.27 58.27 76.52 79.55 

K=24 34.6 56.24 58.27 58.23 76.48 79.50 

K=28 34.6 56.23 58.25 58.56 76.54 79.45 

K=32 34.6 56.21 58.25 58.42 76.28 79.50 

K=36 34.6 56.22 58.25 58.41 76.34 79.51 

K=40 34.6 56.22 58.25 58.36 76.36 79.54 

Average 

Values 

34.62 56.22 58.25 56.96 76.42 79.51 

 

values 79.51% compared to the other existing 

techniques LPS and CFSFDP on Waveform dataset. 

Moreover, the average F-score of ACFSFDP 

achieved only 58.25%, where LPS achieved only 

34.62% of average f-score. However, the proposed 

method achieved poor performance on Waveform 

than Pen-digit dataset. The reason is that number of 

outliers’ presents in the Waveform dataset. Therefore, 

the effectiveness of the proposed method on 

waveform dataset need to improve in terms of 

accuracy, precision, recall and f-score as a future 

study. 

5. Conclusion 

The outlier detection method is used in the data 

analysis and in the machine learning method. Though 

many techniques have been proposed on the outlier 

detection, the effectiveness of the method is still 

needs to be improved. LPOD method used the kNN 

and low rank approximation for the clustering 

purposes. Other existing methods used the random 

choosing of clusters centre that affected the 

performance of the clustering technique. In this study, 

ACFSFDP technique was proposed to select the 

clustering centre based on the density peak. The 

ACFSFDP method processed the max-min algorithm 

based on the number of clusters to select the cluster 

centre. The experimental result proved that the 

ACFSFDP method achieved higher performance 

compared to other existing methods LPS, kNN, 

GLOSH and CFSFDP. The AUC of the ACFSFDP 

method was more than 75 and the existing method 

had less than 60 AUC, because ACFSFDP method 

used local density and distance information to select 

cluster centre. The proposed method gained accuracy 

of 99.79 % on Pen-digits dataset and 76.16% on 

Waveform dataset. In future work, effective distance 

metrics will be used to increase the performance of 

the outlier detection. 
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