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Abstract: Facial inpainting is a process to reconstruct some missing or damaged pixels in the facial image. The 

reconstructed pixels should still be realistic, so the observer could not differentiate between the reconstructed pixels 

and the original one. However, there are a few problems that may arise when the inpainting algorithm has been done. 

There was an inconsistency between adjacent pixels when done on an unaligned face image, which caused a failure to 

reconstruct. We propose an improvement method in facial inpainting using Generative Adversarial Network (GAN) 

with additional loss using pre-trained network VGG-Net and face landmark. The feature reconstruction loss will help 

to preserve deep-feature on an image, while the landmark will increase the result’s perceptual quality. The training 

process has been done using a curriculum learning scenario. Qualitative results show that our inpainting method can 

reconstruct the missing area on unaligned face images. From the quantitative results, our proposed method achieves 

the average score of 21.528 and 0.665, while the maximum score of 29.922 and 0.908 on PSNR (Peak Signal to Noise 

Ratio) and SSIM (Structure Similarity Index Measure) metrics, respectively. 

Keywords: Facial inpainting, Feature reconstruction loss, Generative adversarial network, Unaligned face, Spatial 

correlation. 

 

 

1. Introduction 

Image inpainting is one of the problems in the 

image domain. Inpainting is a process to reconstruct 

missing areas on an image such that the reconstructed 

area remains visually consistent with other areas. The 

overall image should still look realistic [1]. Image 

inpainting can also be used to restore damaged areas 

or to remove some unwanted objects in pictures, like 

logos [2]. With the development of technology and 

data availability, inpainting can be done using neural 

network. 

Tanaka [3] proposed an inpainting method 

combining patch-based inpainting algorithms with 

CNN. Tanaka used CNN to classify damaged regions 

automatically; then, the inpainting process is carried 

out using a patch-based method. This algorithm will 

generate good results if the inpainting process is 

carried out to reconstruct a region with many 

similarities with the surrounding region, such as the 

background of the sea, or the sky. Problems may arise 

when the inpainting process is carried out in some 

areas with particular features, such as eyes, mouth, or 

nose in human face images. Therefore, another 

approach is needed to do inpainting, so the 

reconstructed images remains consistent and realistic. 

The problem of inpainting on the human face is a 

particular type of inpainting, namely facial inpainting 

or face completion. 

Variational Auto-Encoder (VAE) [4] and 

Generative Adversarial Network (GAN) [5] are some 

networks that can be used to do inpainting. GAN was 

first proposed by Goodfellow [5], using generative 

(𝐺) and discriminative (𝐷) models with two-player 

minimax games principle. Yijun [6] proposed a 

method using GAN to perform inpainting, namely 

Generative Face Completion (GFC). Yijun [6] 

utilizes the semantic face segmentation to improve 

the quality of facial inpainting results. The results of 
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facial segmentation are used as a guide to reconstruct 

areas with specific characteristics, such as eyes, nose, 

or mouth. Yijun [6] also uses two types of 

discriminators; local discriminator and global 

discriminator. The local discriminator is used only 

for the missing region, while the global discriminator 

is used for the whole image. It is expected to get a 

detailed inpainting image, but still realistic.  

However, problems may arise when GFC method is 

applied to an unaligned face image, where the face 

orientation is not perpendicular to the horizontal axis, 

as shown in Figure. 1 (a). The inpainting result would 

be unrealistic because of its difference between the 

reconstructed and original regions. Inpainting results 

may also show different colours between the 

generated region and its adjacent original regions. For 

instance, when the missing regions were half of the 

lips area, the inpainting results may show spatial 

inconsistency between its adjacent pixels, as shown 

in Figure. 1 (b).  

Deep-feature information from images can be 

used to maintain spatial consistency, shown by better 

and consistent perceptual quality, proven in Hou's 

research [7, 8]. One strategy undertaken to sustain 

deep-features in the image is done using a pre-trained 

network, such as VGG-Net. But in the previous 

researches [7, 8], the use of VGG-Net pre-trained 

networks to maintain spatial consistency is used in 

the process to reconstruct entire image from random 

vector input, not a special case for inpainting 

problems. Still, the use of adversarial concept along 

with variational auto encoder can further improve the 

quality of the generator result, as shown in [8]. 

Another GAN-based method was proposed by Yu 

[9] using refinement mechanism to reconstruct the 

missing regions. However, even though it relied to 

information around the missing region, the spatial 

information has been lost due to feature warping, 

which is needed to preserve the spatial consistency 

and obtain semantic representation of the input image.  

Haofu [1] also proposed a method for inpainting 

using GAN with modification in the discriminator 

and additional landmark loss. The proposed method 

successfully carried out the inpainting process with 

better results than the GFC method. It shows that the 

new concept of discriminator proposed in [1] allows 

the inpainting process to be carried out even though 

the missing region in the image is random and 

scattered like salt and pepper noise. GAN-based 

inpainting method is also done in [10]. In this study, 

the concept of Recurrent GAN (RGAN) is used with 

two discriminators, as proposed in the GFC method 

[6]. The results of inpainting with RGAN show an 

image with good perceptual quality and detail thanks 

to the use of the recurrent GAN concept, which 

allows the division of parameters between networks 

and the use of two discriminators. But both research  

[1] and [10] did not discuss specific conditions when 

the input image is an unaligned face image, nor the 

spatial inconsistency problem when inpainting has 

been done. 

Li [11] uses a different approach to do facial 

inpainting. As stated in [11], reflectional symmetry in 

face is a prominent property of face image and 

benefits face recognition and consistency modelling. 

By assuming a face should be symmetrical reflected 

over half-face, facial inpainting can be done using 

illumination-reweighted warping or generative 

reconstruction subnet based on CNN as Li proposed 

[11]. However, the proposed method may fail to 

reconstruct missing region when the face is not in 

symmetrical pose, such as shown in Figure. 1 (a). The 

face input image is looking slightly to the right. In 

this condition, the reflection symmetrical properties 

can’t be used to reconstruct the missing region. 

Based on research that has been done before, two 

problems arise when facial inpainting is done using 

GAN. The first problem, the inpainting results are not 

realistic when the input images are unaligned face 

images. The second problem, the inpainting result 

shows inconsistency with its surrounding pixels 

colours. These problems may be defined as a spatial 

correlation/consistency problem. 

To overcome this problem, we propose an 

improvement method in facial inpainting using GAN 

with additional loss that are the feature reconstruction 

loss based on pre-trained VGG-Net network, and 

landmark loss based on face landmark network. Our 

landmark network is based on Object Contour 

Detection [12]. VGG-Net will be used to obtain 

feature reconstruction loss, it is because VGG-Net 

can preserve deep-features within an image, as 

proved by Hou's research [8-9]. Thus, VGG-Net will 

also be used in the inpainting process to preserve its 

deep-features, which relate to its perceptual quality. 

 
(a) 

 
(b) 

Figure. 1 Inpainting problem in GFC [6] method 
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Therefore, facial inpainting can still be performed on 

unaligned face images, and reconstruction of missing 

facial areas can be done with preserving spatial 

consistency. Face landmark information can help to 

improve the perceptual quality of reconstructed facial 

images, as Liao [1] proposed. The closest work to 

ours is [13]. It advances the state of the art [8] by 

using a pre-trained VGG-Net to improve the 

inpainting’s perceptual quality in unaligned face. 

However, [13] didn’t use additional landmark loss to 

share with generator. As a result, the quality of the 

result is limited only by spatial feature from VGG-

Net which further limits the final performance of the 

generator.  

Our proposed method uses GAN with two types 

of discriminator: local and global discriminator, 

curriculum learning [14] strategies by gradually 

extending the defined losses. In the first stage of 

training, we train the network by using two defined 

loss, which comes from the generator itself and 

features reconstruction loss. In the second stage, the 

generator is trained with additional losses from the 

local and global discriminator. As the last stage, face 

landmark loss is incorporated into the objective 

function, and the training process continues until the 

network achieves the optimal visual result. The 

landmark loss aims to synthesize the better inpainting 

result with spatial consistency. The dataset used in 

training process is CelebA [15]. Then, we compare 

our proposed method results using Peak Signal to 

Noise Ratio (PSNR) and Structure Similarity Index 

Measure (SSIM) [16] metric with the previous 

method. We also show our visual results for 

qualitative measurement. 

This organization of this paper is arranged as 

follows. Section 2 discusses the basic of generative 

adversarial network and its application in facial 

inpainting. Section 3 presents the materials and 

method for the proposed method. Section 4 describes 

the experiments and compares some existing 

methods with our proposed method. Finally, the 

conclusion and future work of this research are 

presented in Section 5 

2. Literature review 

2.1 Generative adversarial network (GAN) 

Ian Goodfellow [5] first proposed the Generative 

Adversarial Network (GAN). GAN architecture 

consists of two models, namely the generative (𝐺) 

and discriminative (𝐷 ) models. Both models will 

mutually conduct training processes with adversarial 

concept. The generative model, 𝐺, is responsible for 

synthesizing 𝑥 data from random input 𝑧. Then, the 

discriminator model, 𝐷, becomes adversarial of 𝐺, in 

charge of determining the data generated by the 𝐺 

model is original data or synthesis data. The 𝐷 model 

used in GAN is a network to carry out the 

classification process, so the result of 𝐷 (𝑥) is class 

probabilities. 

This adversarial principle resembles the concept 

of a two-player mini-max game. The training process 

in 𝐷 is carried out with the aim of model 𝐷 being able 

to classify original data or synthesis data, which 

means that the success rate of model 𝐷 is high. While 

the 𝐺  model aims to produce synthesis data 𝑥 =
 𝐺(𝑧)  such that the 𝐷  model has the minimum 

success rate and fail to differentiate between original 

and synthesis data. Implicitly, 𝐺  will define a 

probability distribution 𝑝𝑔 , because the distribution 

of synthesis data 𝐺(𝑧)  is obtained by 𝑧 ~ 𝑝 (𝑧). 
Therefore, the objective function of GAN can be 

stated as in the Eq. (1) 

 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺)  𝐴 + 𝐵, 

where 𝐴 = 𝔼𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log 𝐷(𝑥)] 

𝐵 = 𝔼𝑧~𝑝𝑧(𝑧) [log (1 − 𝐷(𝐺(𝑧)))]     (1) 

 

where 𝑝𝑑𝑎𝑡𝑎 represents the original data distribution, 

𝑥 ~ 𝑝𝑑𝑎𝑡𝑎(𝑥)  states that the sample 𝑥  follows the 

𝑝𝑑𝑎𝑡𝑎(𝑥) distribution. The objective of GAN training 

process is that the 𝑝𝑔 distribution is similar to 𝑝𝑑𝑎𝑡𝑎 

so that 𝐷  has difficulty in differentiate a sample 

following the 𝑝𝑑𝑎𝑡𝑎 or 𝑝𝑔 distribution. 

2.2 Generative face completion 

Generative Face Completion (GFC) was first 

proposed by Yijun [6]. GFC architecture consist of 3 

main networks: 1) generator, 2) two types of 

discriminator, 3) semantic parsing network. Overall 

loss function of Generative Face Completion 

formulated on Eq. (2) 

 

𝐿 =  𝐿𝑟 + 𝜆1𝐿𝛼1 + 𝜆2𝐿𝛼2 + 𝜆3𝐿𝑃 , (2) 

 

where 𝜆1, 𝜆2, 𝜆3 are the weights to balance the effects 

of different losses. 𝐿𝑟 denote the reconstruction loss, 

which is only euclidean distance between original 

image and inpainting result on RGB channel.  𝐿𝛼1 

and 𝐿𝛼2  are local and global discriminator loss, 

respectively. 𝐿𝑃  is simple pixel-wise softmax loss 

from semantic segmentation result between original 

and inpainting result. 
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3. Materials and method 

3.1 Dataset 

The data used in this study are secondary data 

from CelebFaces Attributes Dataset (CelebA), taken 

from the research of Ziwei [15]. The CelebA dataset 

consists of 10,177 identities, with each identity 

having around 20 images. Thus, the total image from 

CelebA is 202,599 images. 

The pre-processing stage is carried out by 

performing cropping and resizing operations on 

CelebA data. The cropping is done without any 

alignment, and the cropping area should still contain 

eyes, nose, and mouth. Then, the images are resized 

to 128 ×  128 pixel. The masking size for training is 

set to 64 × 64, following GFC method. The choice 

of this size is to guarantee the mask will cover at least 

one specific feature of human faces, like an eye. The 

masking is a random noise pixel and placed randomly 

in the image. 

3.2 Generator 

The Generator, denoted by 𝐺, is based on VAE 

[4] network. The generator network consisted of two 

main models, encoder and decoder, following the 

architecture of DFC-VAE models [7-11]. The 

encoder consists of 5 convolution layers and two fully 

connected. Each convolution layer is 2-dimension 

convolution with 4 ×  4  kernel size, with stride 2. 

The selection of stride 2 aims to do down-sampling 

without using deterministic spatial functions such as 

maxpool. Then, through the Batch-Normalization 

(BN) process and the LeakyReLU activation function. 

Each convolution layer is followed by a residual 

block [17]. Each residual block consisted of a 

convolution operation with 3 ×  3  filter size, BN, 

and LeakyReLU activation function, followed by 

convolution with 3 ×  3  filter size, as shown in 

Figure. 3. No downsampling operation is needed in 

the residual block, so the stride size used is 1. 

LeakyReLU activation function is applied to the 

residual block’s output. 

The fully-connected layer will map the inputs 

image array into 𝑧𝜇  and 𝑧𝜎  values before becoming 

latent 𝑧 variable, where 𝑧𝜇  denote mean vector and 

𝑧𝜎  denote standard deviation vector. The 𝑧 latent 

variable simply 𝑧 = 𝑧𝜇 + 𝑧𝜎𝜖 , where 𝜖  is an 

auxiliary noise, and 𝜖~𝒩(0,1)  [4]. The decoder 

section is symmetrical with the encoder. Consists of 

5 convolution layers with kernel size 3 × 3, and stride 

size 1. Before each convolution on decoder, 

upsampling is done using nearest neighbor method 

with a scale 2. The input image is in range [-1,1], 

𝑡𝑎𝑛ℎ  activation function activations is used in 

 
Figure. 2 Generator network. Consists of encoder, 

decoder, with residual block 

 
Figure. 3 Residual block used in network 

Encoder Decoder 

Residual Block 
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network 𝐺 to keep the output result in range [-1,1]. 

The illustration of generator model is shown in Figure. 

2. 

3.3 Discriminator 

The discriminator architecture is identical to the 

encoder. The difference lies in the last layer as the 

output. Note that on this proposed method, 

discriminator network does not use logarithmic 

activation functions such as 𝑠𝑖𝑔𝑚𝑜𝑖𝑑, or hyperbolic 

functions such as 𝑡𝑎𝑛ℎ . The output layer is only 

consisted with LeakyReLU and 1 ×  4 ×  4 

convolutions to achieve 1-d result.  

The proposed method uses two types of 

discriminator: local and global discriminator. The 

illustration of discriminator models shown in Figure. 

4. The difference between local and global 

discriminator lies in the number of layers used, and 

the input size of the discriminator. There are five 

convolution layers to do downsampling and one last 

convolution layer to produce scalar output on global 

discriminator. In comparison, local discriminator 

only has 4 convolution layers to do downsampling 

and 1 final convolution layer to produce scalar output. 

It is because global discriminator input is 128 ×
 128 ×  3, while local discriminator input is masking 

size, which is 64 ×  64 ×  3. 

3.4 Training strategies 

In the first stage of training, the generator 

network is trained using only two defined loss, K-L 

Divergence Loss (ℒ𝐾𝐿), and Feature Reconstruction 

Loss (ℒ𝑓). K-L Divergence Loss is formulated in Eq.  

(3), where 𝑛 is latent vector (𝑧) length. 

 

     ℒ𝐾𝐿  =  

 
1

2
[∑ 𝑧𝜇,𝑖

2

𝑛

𝑖=1

+ ∑ 𝑧𝜎,𝑖
2

𝑛

𝑖=1

− ∑ log(𝑧𝜎,𝑖
2 + 1)

𝑛

𝑖=1

] 

(3) 

 

In the proposed method, the feature 

reconstruction loss is a loss obtained from euclidean 

distance between the original image and inpainting 

result on the VGG-Net feature domain, not in RGB 

channel like usual reconstruction loss.  

VGG-Net pre-trained network defined as a 

mapping of the original image 𝐼 into the VGG-Net 

feature domain, denoted by 𝜓(𝑖,𝑗)(𝐼). Thus, feature 

reconstruction loss (ℒ𝑓) has the equation presented in 

Eq. (4) which is the sum of loss for each layer in 

VGG-Net feature domain. In this study, we limited 

the layers used in VGG-Net feature domain to three 

first layers. Eq. (5) states the loss value for feature 

map at layer 𝑙, denoted by ℒ𝑙, where 𝐶𝑙, 𝑊𝑙 , 𝐻𝑙, denote 

the number of channels, width, and height in the 

VGG-Net feature domain on the 𝑙𝑡ℎ  layer, 

respectively. 

 

ℒ𝑓 = ∑
100

𝐶𝑙
2 ℒ𝑙

𝐿
𝑙=1                       (4) 

 

ℒ𝑙 =
1

2𝐶𝑙𝑊𝑙𝐻𝑙
 ∑ ∑ ∑ (𝜓𝑐,𝑖,𝑗(𝐼)

𝐻𝑙

𝑗=1

𝑊𝑙

𝑖=1

𝐶𝑙

𝑐=1

− 𝜓𝑐,𝑖,𝑗(𝐼))
2

  

 (5) 

 

 
Figure. 4 Two types of discriminator network: global and 

local discriminator, with residual block 

Global 

Discriminator 

Local 

Discriminator 
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In the second stage, the generator is trained with 

additional losses from the local and global 

discriminator. In this study, the discriminator used 

was not a standard GAN discriminator as in the GFC 

[1], but a discriminator critic as in Wasserstein GAN 

(WGAN) [18]. The choice of WGAN’s type is 

because standard GAN difficult to achieve stability, 

and the original GAN loss has poor generalization 

ability [19], so there are several improvements to 

overcome this problem, such as WGAN.  

The losses used to update local and global 

discriminator weight stated in Eq. (6) and Eq. (7) 

respectively. 𝐷ℒ𝑙𝑑  is used to update local 

discriminator, while 𝐷ℒ𝑔𝑑  is used to update global 

discriminator. Where 𝐷𝑡𝑦𝑝𝑒(𝑥) denote the output of 

discriminator with respect to input image array 𝑥 , 

where 𝑡𝑦𝑝𝑒 ∈ {𝑙𝑑, 𝑔𝑑} . 𝐷𝑙𝑑  denote local 

discriminator, while 𝐷𝑔𝑑 denote global discriminator. 

The 𝑚 value is the batch size.  

 

𝐷ℒ𝑙𝑑 =
1

𝑚
 ∑ [𝐷𝑙𝑑(𝑥(𝑖)) − 𝐷𝑙𝑑(𝐺(𝑧(𝑖)))]𝑚

𝑖=1  (6) 

 

𝐷ℒ𝑔𝑑 =
1

𝑚
 ∑ [𝐷𝑔𝑑(𝑥(𝑖)) − 𝐷𝑔𝑑(𝐺(𝑧(𝑖)))]𝑚

𝑖=1  (7) 

 

Then, the discriminator losses to update the generator 

by using the adversarial concept, which is loss from 

local discriminator (𝐺ℒ𝑙𝑑)  and loss from global 

discriminator (𝐺ℒ𝑔𝑑), stated in Eq. (8) and Eq. (9), 

respectively.  

 

𝐺ℒ𝑙𝑑 =
1

𝑚
 ∑ [𝐷𝑙𝑑(𝐺(𝑧(𝑖)))]𝑚

𝑖=1             (8) 

 

𝐺ℒ𝑔𝑑 =
1

𝑚
 ∑ [𝐷𝑔𝑑(𝐺(𝑧(𝑖)))]𝑚

𝑖=1             (9) 

 

In this second stage, the training process of 

discriminator and generator is done simultaneously 

with ratio 5:1. As it is stated in [20], there are some 

tricks that may be done to stabilize GAN, such as 

balancing between the generator and the 

discriminator update. Based on our experiments and 

as recommended in [18], we choose ratio 5:1 to 

update the discriminator. Following the WGAN 

algorithm, before the gradient from the loss is passed 

to the entire network for weight update, the clipping 

gradient operation is carried out with a clipping limit 

of [−𝑐, 𝑐], where a value of 𝑐 =  0.01 is given, as it 

is used in [8] to clip the gradient value between -0.01 

and 0.01 to stabilize WGAN. When batch 

normalization is off, the discriminator’s gradients 

might explode when c increases from 0.01, such as 

0.1. 

 

Figure. 5 Inpainting result at the beginning of training 

process 

 

In the last stage, the landmark loss, namely (𝐿ℎ)is 

incorporated to the total loss. The addition of this loss 

landmark aims to improve the inpainting result with 

better perceptual quality so the image produced by 

the network looks more realistic. The landmark loss 
(ℒ𝑙𝑚) is simply pixel-wise logistic loss between the 

landmark result from original image (as label) and the 

inpainting result (as predicted class). 

Thus, the total loss function of the network can be 

formulated as Eq. (10), where 𝜆𝑖 , 𝑖 ∈ [1, 5] denote 

the weight for each loss to regularize the effect of the 

loss. 

 

ℒ =  𝜆1ℒ𝐾𝐿 + 𝜆2ℒ𝑓                                   

+ (𝜆3ℒ𝑙𝑑 + 𝜆4ℒ𝑔𝑑)          

+𝜆5ℒ𝑙𝑚                     (10) 

 

The optimization methods used to train the generator 

and discriminator are ADAM [21] and RMSProp 

method, respectively. The masking given to the 

image is random normal noise with a constant size, 

64 ×  64  pixels. The limit of the first stage and 

second stage are set to 15000 and 25000 steps, and 

the batch size used in training is 16.  

The batch size may very between each research. 

As in our experiment, we found that the choosing of 

batch size = 16 is already enough to get better result 

for the trade-off its training time. Choosing smaller 

batch size will affect to longer training time, faster to 

converge, fits to limited GPU, but tend to noisy result. 

The limit for each stage is chosen based on the 

convergency of each stage.  

The generator learning rate is set to 0.0001, while 

the discriminator learning rate is 0.0005. Based on 

our experiment, we started by using higher learning 

rate, such as 0.01. But the training process is 

converged to zero or infinity on beginning step. Then 

 

Original 

Masked 

Result 

Mixed 



Received:  July 20, 2020.     Revised: August 17, 2020.                                                                                                    225 

International Journal of Intelligent Engineering and Systems, Vol.13, No.6, 2020           DOI: 10.22266/ijies2020.1231.20 

 

by gradually decrease the learning rate, we found that 

0.0001 and 0.0005 is enough to achieve better result 

in our proposed method without trapped in zero or 

infinity. 

4. Results and analysis 

4.1 Training results 

The first stage of network training uses two types 

of loss: K-L divergence loss (ℒ𝐾𝐿)  and Feature 

Reconstruction Loss (ℒ𝑓). This stage is carried out at 

15000 steps. The result of the network at the 

beginning of training process is presented in Fig. 5. 

The first row on Fig. 5 is the original image (ground 

truth) before masking, the second row shows the 

original image after being given a masking with a size 

of 64 × 64 pixels. The choice of masking size is 

intended to ensure that the masking covered at least 

one specific feature of face, such as the eyes, mouth, 

or nose. The third row shows the output from the 

network, which is the inpainting result. The fourth 

row is a combination of ground truth image with the 

output of the network. 

The result when the first stage training has been 

passed is shown on Fig. 6. Previous research, GFC 

[6] did not use KL-Divergence loss nor VGG-Net and 

only applied the euclidean distance between the input 

image and the output image in the RGB channel. The 

network generator results in the GFC method with the 

first stage of loss are shown in Fig. 7. At this stage, it 

can be seen qualitatively from the result that the 

addition of the KL-Divergence loss along with 

Feature Reconstruction Loss using VGG-Net can 

help to produce better perceptual quality inpainting 

results. 

The feature reconstruction loss manages to 

capture more detailed and specific face shape patterns. 

However, although the results by the generator are 

good enough in terms of perceptual, the colour 

difference is still visible between the part of the 

synthesized image with its surroundings, and the 

resulting detail is still not good enough. This will be 

corrected with the use of subsequent losses on next 

training stage. 

The first loss added to the network is adversarial 

loss: local discriminator (ℒ𝑙𝑑)  and global 

discriminator (ℒ𝑔𝑑). Optimization performed on the 

type of GAN network is a mini-max concept between 

discriminator and generator. To achieve the desired 

equilibrium, the discriminator and generator must 

have balanced power. When one sub-network part of 

GAN is too dominating/superior, the desired 

equilibrium condition cannot be achieved. The 

 

Figure. 6 Inpainting result at step 15000, using only ℒ𝐾𝐿 

and ℒ𝑓 

 

Figure. 7 : (a) Network generator results from the first 

stage training in GFC [6] method. Without the feature 

reconstruction loss from VGG-Net or KL-Divergence 

Loss and (b) first stage training results from our proposed 

method 

 

equilibrium condition between the generator and 

discriminator can be achieved more easily by using 

WGAN. The strategy taken to help stabilize WGAN 

in this proposed method is enough by adding noise to 

the input of the discriminator and using -10 and 10 as 

the label for fake and original images. The generator 

results after 25.000 steps with additional two losses 

from local and global discriminator are shown in 

Figure. 8. 

Then, as the last stage of training, landmark loss 

is incorporated to the network (ℒ𝑙𝑚). The qualitative 

results from the generator after the training step has 

reached 40,000 are shown in Figure. 9. It can be seen 

from the visual result that the network able to produce 

more realistic and better perceptual quality results 

than the previous stage. 

 
(a) 
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Figure. 8 Inpainting result at step 25000, using ℒ𝐾𝐿, ℒ𝑓, 

ℒ𝑙𝑑, and ℒ𝑔𝑑 

 

 
Figure. 9 Inpainting result at step 40000, using ℒ𝐾𝐿, ℒ𝑓. 

ℒ𝑙𝑑, ℒ𝑔𝑑, and ℒ𝑙𝑚 

4.2 Testing results 

We provide inpainting results on specific 

scenario where the problem arises in previous 

research: unaligned faces input, and some areas 

which needs to preserve spatial consistency between 

its adjacent pixels, as shown in Figure. 1. We provide 

our inpainting results compare to previous method 

(GFC) [6] in unaligned face inputs in Figure. 10. The 

first column (a) shows the original unaligned face 

image before masking. The second column (b)shows 

the image that has been masked. The third column (c) 

shows GFC results, and the fourth column (d) shows 

our inpainting results. It can be seen from the figure 

provided that our method can perform the 

reconstruction process even the input images are 

unaligned face images, better than previous method. 

The previous method (GFC) [6] also tend to 

reconstruct a slightly different colours with its 

adjacent pixel, and might fail to reconstruct realistic 

and synchronous pixels to its adjacent, as shown in  

 
(a)               (b)                (c)                (d) 

Figure. 10 Inpainting results on unaligned face: (a) 

original input images, (b) masked images, (c) GFC [6] 

results, and (d) our proposed method results 

 

 
 (a) (b) (c) (d) 

Figure. 11 Inpainting results in preserving spatial 

consistency: (a) original input images, (b) masked 

images, (c) GFC [6] results, and (d) our proposed 

inpainting method results 

 

Figure. 11 (c). We perform our method in similar 

condition where the missing area was half of the lips, 

or part of eyeglasses. Qualitatively by observation, it 

can be seen from Figure. 11 (d) that our inpainting 

method results looks more synchronous with its 

surrounding colours and realistic with better 

perceptual quality. It shows that the addition of 

feature reconstruction loss and landmark loss can 

improve the perceptual quality of the resulting image 

and help to preserve spatial consistency. 

4.3 Performance metrics evaluation 

After the training process has been done, the 

generator is tested using test data from CelebA. 

Evaluation metrics used for evaluations are Structure 

Similarity Index Measure (SSIM) [16] and Peak 

Signal to Noise Ratio  (PSNR)  compared with 

previous methods such as CE [22], and GFC [6]. 

PSNR gives the similarity score at pixel-level while 

SSIM evaluates the similarity at perceptual or 

structure level. Both of PSNR and SSIM, higher 

 

Original 

Masked 

Result 

Mixed 

Original 

Masked 

Result 

Mixed 



Received:  July 20, 2020.     Revised: August 17, 2020.                                                                                                    227 

International Journal of Intelligent Engineering and Systems, Vol.13, No.6, 2020           DOI: 10.22266/ijies2020.1231.20 

 

value of PSNR or SSIM means better result. The 

testing process is done using random mask size in  

 

range [32, 64], randomly placed on input image. 

The PSNR and SSIM result obtained from the test are 

shown in Table 1. 

It can be seen from Table 1 that our proposed 

method are able to achieve better average PSNR 

result, compared to previous research [1, 6, 9, 12, 21]. 

However, our proposed method still got smaller 

average PSNR than [10], but greater in PSNR 

maximum which is 29.922. Nevertheless, our 

proposed method got smaller average on SSIM, 

which is only 66.5%, compared to 81.8%, 84.1%, 

85.7% and 89.9%, while [9] didn’t use SSIM as its 

quantitative metrics. Based on our testing 

experiments, we get maximum SSIM value on 90.8% 

which means highest structure similarity we get by 

using our proposed method is 90.8% similar to its 

original image on structure level. But quantitative 

result could not guarantee the visual result have better 

perceptual quality or more realistic. It means that 

along with higher PSNR or SSIM, higher similarity 

to its original image in pixel level or structure level 

[6]. 

5. Conclusion 

Inpainting method on face images can be done 

using Generative Adversarial Network (GAN) with 

additional loss from feature reconstruction loss using 

VGG-Net pre-trained network and landmark loss 

from facial landmark network to improve the 

perceptual quality result. Asides from overcoming 

the problem when inpainting inputs are unaligned 

face images, these two additional losses can help 

maintain the spatial consistency of the output image, 

as shown with better perceptual quality and more 

realistic inpainting results. 

Based on random masking scenarios conducted 

while testing using data test, our proposed inpainting 

method with additional losses makes it possible to get 

better results. Our proposed method achieves the 

average score of 21.528 and 0.665, while the 

maximum score of 29.922 and 0.908 on PSNR and 

SSIM metrics, respectively. From the qualitative 

results, our method still able to reconstruct the 

missing areas even though the input face images are 

unaligned face images, and preserving its spatial 

consistency, showed with more synchronous colours 

and realistic inpainting results. 
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