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Abstract: The Convolutional Neural Network (CNN) is an object classification method that has been widely used in 

recent research. In this paper, we propose CNN for use in the self-localization of wheeled soccer robots on a soccer 

field. If the soccer field is divided into equally sized quadrants with imaginary vertical and horizontal lines intersecting 

in the middle of the field, then the soccer field has an identical shape for each quadrant. Every quadrant is a reflection 

of the other quadrants. Superficially similar images appearing in different positions may result in positioning mistakes. 

This paper proposes a solution to this problem by using a visual modelling of the gyrocompass line mark and omni-

vision image for the CNN-based self-localization system. A gyrocompass is used to obtain the angle of the robot on 

the soccer field. A 360° omni-vision camera is used to capture images that cover all parts of the soccer field wherever 

the robot is located. The angle of the robot is added to the omni-vision image using the visual modelling method. The 

implementation of self-localization without visual modelling gives accuracy rates of 0.3262, and this result is increased 

to 0.6827 with the proposed methods. The experiment was carried out in the robotics laboratory of the Institut 

Teknologi Sepuluh Nopember (ITS) with the ITS Robot with Intelligent System (IRIS) robot. 

Keywords: Convolutional neural network, Self-localization, Visual modelling, Gyrocompass line mark, Wheeled 

soccer robot. 

 

 

1. Introduction 

One popular application of mobile robot is a 

soccer robot since soccer game is a very popular sport 

that attracts a wide audience around the world. The 

popularity of the sport translates to great academic 

and research interests, evidenced by soccer robot 

competitions that have been held since 1997 [1]. 

There are two competitions in RoboCup for wheeled 

soccer robot, which are Small-Size League (SSL) and 

Middle-Size League (MSL). Research on ball 

position for MSL Goal Keeper robot has been 

discussed in [2]. Studies on motion controls of SSL 

soccer robot with four wheeled omnidirectional has 

been conducted in [3, 4]. Modeling of three-wheels 

omnidirectional of MSL soccer robot has been 

discussed in [5]. In addition, the key element of a 

mobile robot to be successfully operate is the 

navigation such as localization and collision 

avoidance. A method of collision avoidance based on 

velocity control has been proposed in [6]. 

Localization in outdoor environment often employs 

Global Positioning Systems (GPS) such as mobile 

robot for gas level mapping [7]. A web-camera to 

replace GPS is employed in wheel chair as a mobile 

robot for outdoor localization [8]. The study employs 

and compares two methods: using a single 

Convolutional Neural Network (CNN) and using 

Faster Regional-CNN for landmark detection trained 

using feedforward neural network (FFNN). Yet, the 

implementation will be more difficult and 

challenging for soccer field localization with very 

few features, containing only the field lines as a 

permanent feature. 

Most current soccer robots use compass, 

odometry and camera for navigation as they are 

required to do accurate and fast localization.  The use 

of omnidirectional camera can ease and improve the 
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performance of the localization, such as work in [9] 

that used CNN and proved that CNN was the best for 

feature extraction in omnidirectional images, the 

implementation utilized two-wheeled differential 

steering and topological maps. Using the same robot, 

localization approach with reject option is also 

proposed in [10] based on topological maps using 

Nearest Neighbors classifier and Local Binary 

Patterns feature extraction. In [11], CNN using omni-

vision for MSL soccer robot is discussed using two 

stages of approach: opponent’s robot detection and 

robot localization using the depth point cloud. The 

use of Kinect for depth sensor will increase the 

burden of CPU, and the CNN here is not used for 

direct self-localization. CNN framework for obstacle 

avoidance using a monocular webcam is also studied 

in [12].  For Human Object Identification for Human-

Robot Interaction, Fast R-CNN is used in [13], and 

hybrid Fuzzy-CNN in [14]. Besides, the 

implementation of CNN has been used for many 

applications, such as for matching near duplicate 

image [15], for situation prediction and sentiment 

analysis [16, 17], for handwritten recognition [18], 

and for human brain segmentation in medical [19]. 

This paper will focus on implementing CNN in 

determining the position of MSL soccer robots in the 

field by using a visual modelling of the gyrocompass 

line mark and omni-vision image to do self-

localization. This method is expected to result in 

better accuracy without sacrificing data processing 

speed. Previous study of self-localization of MSL 

soccer robot using omnidirectional camera also 

studied in [20] by generating the searching space 

based on white line information of soccer field by 

optimizing the fitness function using genetic 

algorithm (GA). However, GA will cost time of 

processing. Method to obtain X-junction, T-junction 

and L-junction that can help robot localization is also 

discussed in [21]. This method also cannot have the 

whole picture of the field and may be blocked by 

robots, while CNN can see overall features on the 

field not only the junctions. 

 Although we can use the field lines as a feature 

to obtain the player’s position in the soccer field, the 

field lines themselves are a mirror of the x and y axes 

that are drawn perpendicularly from the center of the 

soccer field. The shape of the lines in each quadrant 

is a reflection of the other quadrants. This makes it 

difficult for AI systems to recognize the position of 

robots in the field only by using the field line features. 

Additional information on the direction of the field 

for the robot can be used to distinguish each quadrant 

from its mirror. A gyrocompass is used to obtain 

information on the robot’s direction relative to the 

soccer field. 

The proposed method uses a special marker to 

improve the localization results. The contributions of 

this paper are as follows: 

• Proposing a new method of self-localization for 

wheeled soccer robots using CNN with Omni-

vision image data coupled with a gyrocompass 

line mark. The addition of visual models of 

compass data can significantly improve the 

accuracy of the CNN system. 

• Proposing an original data set in the form of an 

Omni-vision image and gyrocompass line mark of 

the robot in the soccer field is presented. This data 

set makes reference to the robot’s position using a 

global camera on the soccer field. Each image 

makes reference to the robot’s position and 

direction, which is presented in the file name of 

the images. 

The next part of this paper is divided as follows: 

Section 2 discusses the design and implementation of 

the wheeled soccer robots that have been developed 

by the IRIS team. Section 3 presents the proposed 

method in the form of the self-localization of wheeled 

soccer robots. The experiments for the data set 

collection and the processing technique are presented 

in Section 4. Furthermore, Section 4 also contains the 

results of the experiments that were carried out in 

both simulations and directly on the robot, which are 

then summarized in the conclusion in Section 5.  

2. Wheeled soccer robot 

This paper uses the IRIS robot to obtain the data  

 

 
Figure. 1 ITS’s robot with Intelligent system (IRIS) 

wheeled soccer robot platform: (a) omni-vision camera, 

(b) computer and microcontroller, (c) gyrocompass 

sensor, and (d) ball shooter, ball catcher, and omni-

wheels 
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Figure. 2 Functional diagram of the IRIS robot. Io is the omni-vision image; 𝜃𝑜 is the offset angle of the IRIS robot 

coordinate system to the soccer field coordinate system; 𝜃𝑠𝑧 is the output angle of the gyro compass sensor; 𝜃𝑓𝑅 is the 

angle of the IRIS robot coordinate system on the soccer field coordinate system; S is the matrix output of self-

localization; N is the matrix output of the robot navigation; ∅̇1 is the angular speed of wheel 1; ∅̇2 is the angular speed of 

wheel 2; ∅̇3 is the angular speed of wheel 3; and ∅̇4 is the angular speed of wheel 4 

 

set and implementation of the proposed method. The 

IRIS robot is a wheeled soccer robot, as seen in Fig. 

1. The robot consists of an omni-vision camera, 

computer system, microcontroller system, 

gyrocompass sensor, and omni-wheel system. An 

omni-vision camera is used to capture a 360° image 

of the environment. The camera faces upwards with 

a cone mirror on it. The computer system uses Intel 

NUC6i7KYK as the main processor, which functions 

to process data from sensors as self-localization 

systems and navigation systems. The microcontroller 

system functions as an interface between the 

computer system with the gyrocompass and ball 

sensors. The microcontroller also functions as an 

interface between the computer and the actuator 

system, which includes the ball kicker, the ball 

catcher, and the omni-wheel drivers.  

The IRIS Robot was developed for the RoboCup 

competition and wheeled soccer robot research such 

as in [22, 23]. Fig. 2 shows the functional diagram of 

the IRIS robot. There are two main sensors of the 

robot, namely the omni-vision camera and the 

gyrocompass sensor. The output of the omni-vision 

camera is a 360° image called Io. The output of the 

gyrocompass sensor is a robot heading angle called 

𝜃𝑠𝑧 . 𝜃𝑜  is the offset angle required to direct the 

robot’s coordinates to match the direction of the 

field’s coordinates. 𝜃𝑓𝑅 is obtained by adding 𝜃𝑠𝑧 to 

𝜃𝑜. The self-localization system then calculates 

matrix S based on Io and 𝜃𝑓𝑅, where 𝐒 is defined as 

follows: 

 

 𝐒 = [𝑥𝑓𝑅 𝑦𝑓𝑅]𝑇                      (1) 

 
where 𝑥𝑓𝑅 and 𝑦𝑓𝑅 are the coordinates of the robot on 

the soccer field coordinate system. S and 𝜃𝑓𝑅  then 

become the input of the robot navigation system and 

are used to decide the direction and movement of the 

robot. The robot navigation system calculates the 

speed of the robot relative to the soccer field, called 

N, which is defined as  

 

 𝐍 = [�̇�𝑓𝑅 �̇�𝑓𝑅 �̇�𝑓𝑅]𝑇                     (2) 

 

where �̇�𝑓𝑅  is the speed of the IRIS robot in the 𝑥𝑓-

axis direction, �̇�𝑓𝑅 is the speed of the IRIS robot in  

 

 
Figure. 3 The soccer field coordinate system (𝑥𝑓, 𝑦𝑓) and 

the IRIS robot coordinate system (𝑥𝑟 , 𝑦𝑟): 𝑥𝑓 and 𝑦𝑓 are 

the axes of the soccer field coordinate system; 𝑥𝑟  and 𝑦𝑟 

are the axes of the IRIS robot coordinate system; R = 

[𝑥𝑓𝑅   𝑦𝑓𝑅]𝑇 is the position of the robot in the soccer field 

coordinate system; (0) to (107) are the class numbers of 

classification of the soccer field 
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the 𝑦𝑓-axis direction, and �̇�𝑓𝑅 is the angular speed of 

the IRIS robot. This information is then decoded by 

the omni-directional wheel drivers to drive the 

wheels of the robot at the respective speeds of ∅̇1, ∅̇2, 

∅̇3 , and ∅̇4 . A representation of the soccer field 

coordinate system and robot coordinate system is 

shown in Fig. 3. The width of the soccer field in 

parallel with the 𝑦𝑓-axis is 6 m, and the length of the 

soccer field in parallel with the 𝑥𝑓-axis is 9 m. The 

soccer field is divided into 108 areas for the 

classification of robot positions. These classes have a 

class number from 0 to 107, and every class has an 

area of 0.5625 m2.  

2.1 Omni-vision camera 

The first sensor of the IRIS robot is an omni-

vision camera [24]. The omni-vision camera used is 

the Logitech 922 camera, which faces upwards to a 

mirror on top. This omni-vision camera system is 

very efficient in the application of wheeled soccer 

robots, as presented by António et al. [25]. The 

convex mirror on top of the camera projects an image 

of the field that is captured by the camera. An acrylic 
 

 
(a)                                                (b) 

Figure. 4 Omni-vision camera for capturing 360° images: 

(a) mechanical construction of the omni-vision camera: 

(1) cone mirror, (2) acrylic tube as protection support, (3) 

focus lens, (4) the camera, and (b) the 360° image. 
 

 
Figure. 5 MPU 6050 gyro compass sensor axis 

orientation; 𝑥𝑟 , 𝑦𝑟, 𝑧𝑟 are the axes of the robot coordinate 

system; 𝜃𝑠𝑥, 𝜃𝑠𝑦, 𝜃𝑠𝑧 are the angle of the robot body with 

respect to its axis 

tube is used to strengthen the structure of the camera 

system that is resistant to impacts of balls or other 

objects. The camera is placed at the bottom and held 

by a protective bracket.  

The camera system and 360° images are shown in 

Fig. 4. Io is a 360° image captured by the camera and 

shown in Fig. 4 (b). This image has a resolution of 

360 × 640 pixels, which then becomes the input for 

pre-processing.  

2.2 Gyrocompass sensor 

The second sensor of the IRIS robot is the 

gyrocompass sensor. The robot uses the MPU6050 

sensor manufactured by InvenSense Inc. This sensor 

is a six-axis motion sensor derived from three-axis 

Micro-Electro Mechanical Systems (MEMS) 

gyroscope rate sensors with 16-bit Analog-to-Digital 

Converters (ADCs) and three-axis MEMS 

accelerometer sensors with 16-bit ADCs [26]. The 

output of this sensor is sent to the microcontroller 

using I2C communication. The gyrocompass sensor 

axis orientation is shown in Fig. 5. Because the robot 

only moves on a two-dimensional plane in the 

direction of the 𝑥𝑟-axis and 𝑦𝑟-axes, the 𝜃𝑠𝑦 and dan 

𝜃𝑠𝑥  angles can be ignored. The 𝜃𝑠𝑧  will give a 

positive value when the robot rotates clockwise.  

2.3 Self-localization 

This paper uses a self-localization method based 

on image information from a 360° camera. This 

method satisfies the robot’s requirement of real-time 

position information on the field. This method has 

been widely developed by wheeled soccer robot 

researchers, such as in [27] using landmarks on the 

soccer field. Further development was also carried 

out in [28] by using particle filters. Development was 

also carried out in [8] by using a deep neural network 

to detect objects around a mobile robot. This research 

uses a convolutional neural network method that is 

specifically used in wheeled soccer robot 

applications. A discussion of the proposed method 

will be presented in section 3.  

2.4 Robot navigation 

The role of the robot navigation system is to 

regulate the movement of the robot from one point to 

another. This movement is controlled by the 

algorithm of the robot. In this paper, the robot 

navigation system is only used for the movement of 

robots in data retrieval. The robot navigation system 

uses inputs of 𝑥𝑓𝑅, 𝑦𝑓𝑅, and 𝜃𝑓𝑅 to move the robot to 

a certain point, then produces outputs of �̇�𝑓𝑅 , �̇�𝑓𝑅 , 
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and �̇�𝑓𝑅. These outputs are then inputted to the omni-

directional wheel drivers.  

2.5 Gyrocompass sensor 

The output of the robot navigation system is the 

speeds �̇�𝑓 , �̇�𝑓 , and �̇�𝑓  that are assigned in the field 

coordinate system, while the movement of the four 

wheels is assigned in the robot coordinate system. 

This requires a transformation from the field 

coordinate system to the robot coordinate system. An 

explanation of these two coordinate systems is 

illustrated in Fig. 6. There are two coordinate systems 

in Fig. 6, namely the robot coordinate system and the 

soccer field coordinate system. 𝑥𝑟 and 𝑦𝑟 are the axes 

of the robot coordinate system, and 𝑥𝑓 and 𝑦𝑓 are the 

axes of the soccer field coordinate system. The 

transformation of the soccer field coordinate system 

to the robot coordinate system is shown in the 

following formula: 

 

[

�̇�𝑟𝑅

�̇�𝑟𝑅

�̇�𝑟𝑅

] = [

sin(𝜃𝑓𝑅) −cos(𝜃𝑓𝑅) 0

𝑐𝑜𝑠(𝜃𝑓𝑅) sin(𝜃𝑓𝑅) 0

0 0 1

] [

�̇�𝑓𝑅

�̇�𝑓𝑅

�̇�𝑓𝑅

](3) 

 

 

 
Figure. 6 Four wheels omnidirectional drive actuator: R is 

the center point of the robot; 𝑚1−4 are 𝑚𝑜𝑡𝑜𝑟1−4; 𝑤1−4 

are 𝑤ℎ𝑒𝑒𝑙1−4; 𝜃𝑓𝑅   is the angle of the robot to the soccer 

field; 𝛼1−4 gives the angle between 𝑦𝑟 to the axis of 

𝑚1−4; 𝑣1𝑟−4𝑟 gives the linear velocity of 𝑤1−4; and 𝑙 is 

the length of the robot center to the center of each wheel 

 

where �̇�𝑟𝑅  and �̇�𝑟𝑅  are the linear speed of the 

robot on the robot coordinate system in m/s, �̇�𝑓𝑅 is 

the angular speed of the robot in rad/s, 𝜃𝑓𝑅  is the 

angle of the robot to the soccer field in radian, �̇�𝑓𝑅 

and �̇�𝑓𝑅 are the linear speed of the robot on the soccer 

field coordinate system in m/s.  
There are four motors used to drive the omni-

wheels, which function to move and orientate the 

robot to a determined point in the field. The 

calculation of the linear speed of the motors can be 

performed with the following formula: 

 

[

𝑣1r 
𝑣2r 
𝑣3r 
𝑣4r 

] =

[
 
 
 
− sin(𝛼1) cos(𝛼1) 𝑙

− sin(𝛼2) cos(𝛼2) 𝑙

− sin(𝛼3) cos(𝛼3) 𝑙

− sin(𝛼4) cos(𝛼4) 𝑙]
 
 
 

[

�̇�𝑟𝑅

�̇�𝑟𝑅

�̇�𝑟𝑅

]    (4) 

 

where 𝑣1𝑟−4𝑟 give the tangential speed of motors in 

m/s, 𝛼1−4  gives the angle between the 𝑥𝑟 -axis and 

the axis of the motor, �̇�𝑟𝑅  and �̇�𝑟𝑅  are the linear 

speed of the robot in m/s, and �̇�𝑟𝑅 is the angular speed 

of the robot in rad/s. After obtaining the tangential 

speed of each motor, the angular speed of each wheel 

is calculated using the following formula: 

 

[
 
 
 
 
∅̇1 

∅̇2 

∅̇3 

∅̇4 ]
 
 
 
 

=

[
 
 
 
 
 
 
𝑣1

𝑟1⁄
𝑣2

𝑟2⁄
𝑣3

𝑟3⁄
𝑣4

𝑟4⁄ ]
 
 
 
 
 

                      (5) 

 

where ∅̇1−4  gives the angular speed of wheels in 

rad/s and 𝑟1−4 gives the radius of wheels in meters.  

3. Proposed self-localization method 

The focus of this paper is the self-localization 

method using the input of the Omni-vision image and 

angle of the robot on the field. The proposed process 

is illustrated in Fig. 7. 𝐈𝐨 is an image from the omni-

vision camera as an input for image pre-processing. 

Image pre-processing generates a region of interest of 

the image, which separates the area inside the soccer 

field and the area outside the soccer field. This region 

of interest is important because the information 

outside the soccer field cannot be used as a feature in 

the self-localization process. The features that are 

used as references must be features in the soccer field 

because, in real conditions, the area outside the soccer 

field will be very different for different venues. The 

output from pre-processing is the soccer field image, 

named 𝐈𝐩. 

 

 



Received:  July 2, 2020.     Revised: September 5, 2020.                                                                                                   447 

International Journal of Intelligent Engineering and Systems, Vol.13, No.6, 2020           DOI: 10.22266/ijies2020.1231.39 

 

 
Figure. 7 Block diagram of proposed self-localization 

method. CNN: convolutional neural network; LM: line 

mark 

 

The line mark calculation is the algorithm to 

calculate LM from the input 𝜃𝑓. The LM is defined 

as 

 

 𝐋𝐌 = [
𝑥𝑐 𝑦𝑐

𝑥𝑒 𝑦𝑒
]                                  (6) 

 

where [𝑥𝑐  𝑦𝑐] is the start point of the line mark and 

[𝑥𝑒 , 𝑦𝑒] is the endpoint of the line mark. The visual 

modeling generator generates 𝐈𝐯𝐦 from the inputs of 

𝐈𝐩 and LM. The 𝐈𝐯𝐦 then goes to the CNN system 

and generate the 𝑐𝑙𝑎𝑠𝑠 . The 𝑐𝑙𝑎𝑠𝑠  represents a 

position in the soccer field, as seen in Fig. 3. The class 

is then converted into a soccer field coordinate as 

[𝑥𝑓 𝑦𝑓]
𝑇. Detailed explanations for each process will 

be discussed in the next sub-section.   

3.1 Image pre-processing 

The primary purpose of image pre-processing is 

to obtain the region of interest from a 360° image. 

The input and output images of pre-processing are 

shown in Fig. 8. The first step of image pre-

processing is to create a working frame region of 

interest by making a circle in the middle of the image 

and a circle on the edge of the image. This process 

aims to get rid of parts that do not have an important 

information value. The next step is to change the 

color system of the Blue-Green-Red (BGR) image to 

Hue-Saturation-Value (HSV). This process aims to 

obtain images that are more resistant to changes in 

light. In the HSV format, thresholding is performed 

to separate the green soccer field area from the 

outside area. From the thresholding process, we 

obtain several areas called contours. The contour 

areas are combined with the convex hull process. The 

soccer field area is the result of the convex hull with 

the largest area, which is then used as a masking for 

the next process.  

The initial image, with a resolution of 360 × 640 

pixels, is then cut into a rectangle with a resolution of 

360 × 360 and cut again to obtain an image of the  

 

center circle with a diameter of 360 pixels. The result 

of preprocessing is the image named 𝐈𝐩  image, as 

shown in Fig. 8. 

3.2 Line mark calculation 

Line mark calculation is a process used to 

calculate the start point and endpoint of the line mark 

as an input for the visual modeling generator. This 

process uses the robot angle from the gyrocompass 

sensor. The first process is performed to determine 

the start point of the line. The start point of the line 

mark is the center point of the image, while the 

endpoint of the line mark is determined based on the 

robot angle 𝜃𝑓  and the length of the line mark 𝑙𝑐𝑒 . 

The robot angle is obtained by the following formula: 

 

 𝜃𝑓 = 𝜃𝑜 − 𝜃𝑠𝑧                                  (7) 

 

where 𝜃𝑠𝑧  is the output of the gyrocompass 

sensor on the z-axis. This value is independent of the 

robot’s orientation to the soccer field when the sensor 

is turned on. 𝜃𝑜 is the offset value that is manually 

obtained by pressing a button when the robot is in line 

with 𝑦𝑓 -axis. The length of 𝑙𝑣𝑚  is determined 

beforehand, and this paper uses four different length 

variations of 40, 80, 120, and 160 pixels. The second  

 

 
Figure. 9 Visual modelling generator: 𝐈𝐩 is the iput 

image; 𝐈𝐯𝐦 is the output image: (𝑥𝑐 , 𝑦𝑐) is the start point 

of the line mark as well as the center of the image; 

(𝑥𝑒 , 𝑦𝑒) is the endpoint of the line mark; 𝑙𝑣𝑚 is the length 

of the line mark in pixels; 𝑤𝑣𝑚 is the width of the line 

mark in pixels 

 

 

 
Figure. 8 Image preprocessing input and output images: 

𝐈𝐨 is the image input; 𝐈𝐩 is the image output 
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process is performed to determine the endpoint of the 

line by the following formula: 

 

 [
𝑥𝑒

𝑦𝑒
] = [

𝑥𝑐

𝑦𝑐
] − 𝑙𝑣𝑚 × [

cos(𝜃𝑓)

sin(𝜃𝑓)
]                (8) 

 

where [𝑥𝑒 𝑦𝑒]
𝑇  is the endpoint of the visual 

modeling line mark, and [𝑥𝑐  𝑦𝑐]
𝑇 is the start point of 

the line mark, which is also the center of the image.  

3.3 Visual modeling generator 

The output image 𝐈𝐩 from image pre-processing 

is an RGB image with a resolution of 360 × 360 

pixels. This image is the input image for the visual 

modeling generator. Another input for the visual 

modeling generator is LM, which consists of the start 

point and the endpoint of the line mark. This line 

mark is generated by the following algorithm: 

 

 𝐈𝐯𝐦 =  line(𝐈𝐩, Point(𝑥𝑐 , 𝑦𝑐),  

            Point(𝑥𝑒 , 𝑦𝑒), Scalar(0, 0, 255),𝑤𝑣𝑚) (9) 

 

where line is the OpenCV library [29] to draw a 

line with a start coordinate of Point(𝑥𝑐 , 𝑦𝑐), and end 

coordinate of Point(𝑥𝑒 , 𝑦𝑒); Scalar(0, 0, 255) is the 

BGR color parameter with (B = 0, G = 0, R = 255); 

and 𝑤𝑣𝑚 is the width of the line mark in pixels. The 

input and output images of the visual modeling 

generator are illustrated in Fig. 9. The result of this 

process is 𝐈𝐯𝐦, which then becomes an input to the 

CNN process. This paper changes the values of 𝑙𝑣𝑚 

and 𝑤𝑣𝑚  to get the best CNN model for self-

localization applications in wheeled soccer robots.  

3.4 Convolutional neural network 

The proposed CNN architecture used in this paper 

is shown in Fig. 10. This architecture was chosen 

based on several trials that had been performed before. 

The first convolutional filter layer has an input image 

with a resolution of 360 × 360. 𝑊𝑖𝑛 = 360, 𝐻𝑖𝑛 = 360, 

and 𝐶𝑖𝑛  = 3, where 𝑊𝑖𝑛  is the width of the input 

image, 𝐻𝑖𝑛 is the height of the input image, and 𝐶𝑖𝑛 

is the color dimension of the input image. The first 

convolutional filter layer has the parameters 𝐾 = 32, 

𝐹 = 4, 𝑆 = 1, and 𝑃 = 0, where 𝐾 is the number of 

filters, 𝐹 is the filter dimension, 𝑆 is the stride, and 𝑃 

is the padding. The amount of output from this filter 

is calculated with the following formula: 

 

 

 𝑊out =
𝑊in−𝐹+2𝑃

𝑆
+ 1                        (10) 

 

 

 𝐻out =
𝐻in−𝐹+2𝑃

𝑆
+ 1                         (11) 

 

 𝐶𝑜𝑢𝑡 = 𝐾                                            (12) 

 

where 𝑊out , 𝐻out , and 𝐶out  are the output 

dimensions of the first convolution process. This 

parameter applies to all convolution processes from 

conv2d_1 to conv2d_4. For max-pooling, we use a 2 

× 2 size, with stride = 2. This process will produce an 

output size of half the size of the input. We use four 

max-pooling processes from max_pooling2d_1 to 

max-pooling2d_4.  
The last part of CNN for localization is the fully 

connected layer, which consists of two layers, each 

with 256 nodes and 108 nodes. This last node is the 

output of 108 classes that is used to divide areas in 

the soccer field. The activation function of this last 

node is the softmax function, which produces a value 

of 1 if all the outputs of the nodes are added. The node 

with the largest value indicates the output class value 

from the CNN system. The implementation of CNN 

was built with the Keras library with a Tensorflow-

GPU back-end [30]. The implementations of the 

CNN architecture are coded using Python. 

3.5 Class to soccer field coordinate conversion 

The CNN system produces an output in the form 

of classes from input images. This class is a 

representation of the position of the robot in the 

soccer field in accordance with the division of the 

field cluster in Fig. 3. The value in this class is then 

transformed to the value of the soccer field 

coordinates with the following formula: 

 

 𝑥𝑓𝑅 = (𝑐𝑙𝑎𝑠𝑠 mod 9) × 75                     (13) 

 

 𝑦𝑓𝑅 = (floor(𝑐𝑙𝑎𝑠𝑠 / 9) × 75) + 37.5   (14) 

 

where mod is the modulo operation, floor is the round 

down operation, and 𝑥𝑓𝑅  and 𝑦𝑓𝑅  are robot 

coordinate points as the outputs of self-localization. 

 

 
Figure. 10 Proposed convolutional neural network for 

wheeled soccer robot application 
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4. Experiment and results 

This chapter discusses the results of the data sets 

that have been made and the results of CNN tests that 

have been carried out. In this paper, we produce a 

data set that can be used for wheeled soccer robot 

applications. This data set can also be used for other 

purposes, such as processing visual data related to the 

localization of wheeled soccer robots on a playing 

field. The results of the CNN test are CNN 

architecture recommendations and a comparison of 

the proposed method with conventional CNN 

methods. Several comparisons of the length and 

width of visual modeling lines have also been made, 

and recommendations for the best results are given.  

4.1 Experimental setup for dataset retrieval 

This paper presents a new data set in the form of 

omni-vision images on a soccer field taken by the 

IRIS robot. The images are grouped into 108 classes 

that are tagged with robot positions taken from a 

global camera.  

The data set setup is depicted in Fig. 11. The 

global camera is placed above the soccer field at a 

distance of 4 m. This camera uses a wide lens that is 

able to capture the entire area of the soccer field. The 

playing field is made of green carpet with white 

soccer field lines. In this paper, we use a soccer field 

size of 9 m × 12 m in accordance with the standards 

of the Indonesian national competition of wheeled 

soccer robots.  
The block diagram of the data set recorder is 

shown in Fig. 12. The global camera captures images 

of the soccer field, 𝐈𝐠. The 𝐈𝐠 image is then processed 

on the base station computer using the Neural 

Network method to get the robot’s coordinates on the 

soccer field, called 𝑥𝑓𝑅  and 𝑦𝑓𝑅 . These coordinates 

are sent to the IRIS robots using a WiFi network. The 

IRIS robot moves on the soccer field following a  

 

 
Figure. 11 Data set recorder setup: (1) the global 

camera for capturing the position of the robot on the 

soccer field, (2) the IRIS Robot with an on-board omni-

vision camera, and (3) the soccer field with a green-

colored floor and white-colored lines 

 

certain route while recording omni-vision images and 

the coordinates of 𝑥𝑓𝑅 , 𝑦𝑓𝑅 , and 𝜃𝑓𝑅 . The global 

coordinate index is written for each frame of the 

recorded image. The assigned route for robot 

movement seen from a global camera is drawn as in 

Fig. 13.  

4.2 Data classification and labeling 

The image recording results are stored in a video 

file with global coordinate data assigned for each 

frame. Global coordinate data are stored in a text file 

using the CSV format. Images are classified into 108 

classes according to their tagged position. The 

classification formula is seen in the following 

formula: 

 

 𝑐𝑙𝑎𝑠𝑠 =  𝑓𝑙𝑜𝑜𝑟 ((
𝑦𝑓𝑅−37.5

75
× 9) + 

𝑥𝑓𝑅

75
) (15) 

 

 
Figure. 12 Block diagram of the data set recorder: 𝐈𝐠 is the 

image from the global positioning camera; 𝐈𝐝𝐬 is the omni-

vision data set image produced by the IRIS robot, 

consisting of 𝐈𝐯𝐦 as a 360° image with gyrocompass line 

mark visual modeling, 𝑐𝑙𝑎𝑠𝑠 as the cluster of the robot 

position on the soccer field, and 𝐑𝐏 = [𝑥𝑓𝑅   𝑓𝑅   𝜃𝑓𝑅]𝑇 as 

the robot position coordinate on the soccer field 

 

 
Figure. 13 Retrieval path of data set recording: (1) IRIS 

robot and (2) path plan for data retrieval 
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where 𝑐𝑙𝑎𝑠𝑠 is the cluster of classification, 𝑓𝑙𝑜𝑜𝑟() 

is a C function to round down the value of float 

number, 𝑥𝑓𝑅 and 𝑦𝑓𝑅 are the coordinates of the robot 

position on the soccer field, constant number 37.5 is 

the center of classification box with a length of 37.5 

cm, constant number 75 is the length of each 

classification box with a length of 75 cm, and 

constant number 9 is the number of columns for each 

row of the classification box on the soccer field. 

Each class is separated in a folder with code 

labels ranging from 000 to 107. Two data sets are 

provided that can be used for training and testing. 

There are 100,008 images belonging to 108 classes 

for training and 10,419 images belonging to 108 

classes for testing.  

4.3 CNN training and implementation 

The experiment was done by conducting training 

on the CNN system with the training dataset. The first 

training was performed without the visual modeling 

method. The data set of 100,008 images were divided 

into 90% for training and 10% for validation. The 

training process used an Intel i7 processor computer 

with a Nvidia Geforce GTX 1070 graphics card. For 

the training process, we observed the loss values to 

stop the training process. If the change in loss was 

smaller than 0.001 for 5 epochs, the training was 

stopped, and the CNN model with the smallest loss 

was then used. 

In the first training without visual modeling lines, 

the results were acc = 0.9908, loss = 0.0303, val_acc 

= 0.7007, and val_loss = 1.4478, where acc is the 

accuracy of training data for each epoch, loss is the 

loss of training data set for each epoch, val_acc is the 

accuracy of the validation dataset for each epoch, and 

val_loss is the loss of validation dataset for each 

epoch. This training stopped at 36 epochs with a 

training time of 332 min, but the smallest loss was 

obtained at 33 epochs. The second training used the 

CNN method in accordance with the proposed 

method. In this training, variations in the length and 

width of the visual modeling line were used. The first 

length and width used were 5 pixels wide and 40 

pixels long. The results of this training were acc = 

0.9903, loss = 0.0310, val_acc = 0.6620, and val_loss 

= 1.6772. Training as further conducted by changing 

the width and length values of the visual modeling 

lines. The results of the training can be seen in Table 

1. The average learning process obtained the smallest 

loss at 38 epochs with an accuracy of more than 0.99 

and an average loss of 0.0219. The average accuracy 

with validation data was 0.7768, and the average loss 

of validation data was 1.0131.  
 

Table 1. Training result of proposed data set 

for training with variations of the width and 

length of lines marking visual modeling 

No 

Line 

Mark 

Width 

× 

Length 

(pixels) 

Epoch acc* loss val_ acc** val_loss*** 

1 No line 33 0.990  0.030 0.700 1.447  

2 5×40 48 0.994 0.019 0.793 1.044 

3 5×80 33 0.993  0.020 0.757 0.961 

4 5×120 35 0.992 0.024 0.783  0.878 

5 5×160 22 0.993 0.021 0.797 1.061 

6 10×40 42 0.995 0.014 0.802 0.961 

7 10×80 33 0.992 0.022 0.791 0.970 

8 10×120 60 0.993 0.029  0.784 1.079 

9 10×160 30 0.992 0.023 0.768 0.944 

10 15×40 42 0.993 0.022 0.789 0.831 

11 15×80 35 0.993 0.022 0.751 0.897 

12 15×120 28 0.992 0.025 0.781 0.809 

13 15×160 40 0.994 0.020 0.797 1.068 

14 20×40 39 0.994 0.019 0.803 0.909 

15 20×80 49 0.994 0.017 0.800 1.009 

16 20×120 41 0.993 0.019 0.741 1.287 

17 20×160 38 0.991 0.026 0.764 1.059 
*accuracy; **validation of accuracy; ***validation of loss 

 

The results of the CNN model were then 

implemented by the IRIS robot system using the 

testing dataset. Testing was done for each model that 

was obtained in the training process. Without using 

the gyrocompass visual modeling marking line, the 

CNN system had difficulty recognizing the position 

of the robot on the soccer field and only obtained an 

accuracy of 0.3262. This is because the lines on the 

soccer field are a reflection of the 𝑥𝑓-axis and 𝑦𝑓-axis. 

By using visual modeling, the results obtained were 

significantly improved. The accuracy value 

comparison obtained from the CNN system with 

variations of the width and length of the visual 

modeling marking line can be seen in Table 2. 

Generic or Conventional CNN is employed without 

line mark as noted as  𝑙𝑣𝑚= 0 px in Table 2,  same 

method used in [8][9] but different application, which 

is for indoor house localization, not for soccer field 

localization with very few features.  

A maximum accuracy of 0.6827 was obtained at 

a width of 20 pixels and a length of 160 pixels. The 

addition of width in the visual modeling line mark 

tends to increase the accuracy of the CNN system, but  
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Table 2. Accuracy comparison of variations in 

𝑤𝑣𝑚 and 𝑙𝑣𝑚 of the gyrocompass line mark visual 

modeling. Conventional CNN (0 px)method for 

𝑙𝑣𝑚= 0 and propossed method for for 𝑙𝑣𝑚> 0 

𝒍𝒗𝒎 

𝒘𝒗𝒎 

Conv. 

CNN 
Proposed Method 

0 px 40 px 80 px 120 px 160 px 

5px 0.3262 0.6525 0.6514 0.6688 0.6687 

10px 0.3262 0.6710 0.6818 0.6520 0.6621 

15px 0.3262 0.6795 0.6245 0.6349 0.6803 

20px 0.3262 0.6725 0.6636 0.6379 0.6827 

 

 
Figure. 14 Accuracy comparison chart with variations in 

width and length of gyrocompass line mark visual 

modeling. Conventional CNN method for 𝑙𝑣𝑚= 0 and 

propossed method for for 𝑙𝑣𝑚> 0 

 

this does not apply to all conditions. For example, at 

a length of 120 pixels, the addition of width decreases 

accuracy. The addition of length in the visual 

modeling line tends to increase the accuracy of the 

CNN system. An accuracy comparison chart with 

variations in the width and length of the gyrocompass 

line mark visual modeling can be seen in Fig. 14. In 

addition, the CNN is an end-to-end implementation 

used directly to do self- localization that has an output 

of the robot position. It is different and more robust 

compare with work [11] that use CNN for pre-image 

pre-process acceleration for robot detection and 

localization. 

5. Conclusions 

A CNN-based self-localization method using the 

visual modeling of the gyrocompass line mark and 

omni-vision image for wheeled soccer robots is 

proposed. This new method was used to improve the 

accuracy of conventional CNN-based self-

localization for wheeled soccer robot applications. 

This proposed method is able to increase the 

conventional CNN accuracy from 0.3262 to 0.6827. 

The proposed system improves the accuracy by 

0.3565 from the comparison method. 

The dataset retrieval system using a global 

camera can accelerate the process of tagging the 

soccer field coordinates of the robot. The location of 

the robot on the soccer field and the classification of 

the robot’s area on the field can be done quickly and 

automatically. The new original dataset generated in 

this paper is expected to be used for other purposes 

related to the development of localization techniques 

in wheeled soccer robots.  
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