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Abstract: Micro-expression is an expression when a person tries to held or hidden, but the leak of this emotion still 

occurs in one or two areas of the face or maybe a short expression that across in the whole-face. Not more than 500ms, 

micro-expressions can be difficult to recognize and detect where the leakage area is located. This study presents a new 

method to recognize and detect the subtle motion on the facial components area using Phase Only Correlation 

algorithm with All Block Search (POC-ABS) to estimate the motion of all block areas. This block matching method 

is proposed by comparing each block in the two frames to determine whether there is movement or not. If the two 

blocks are identical, then the motion vector value is not displayed, whereas if the blocks are non-identical, the motion 

vector value of the POC is displayed. The motion vector, which is as a motion feature, estimates whether or not there 

are movements in the same block. In order to further confirm the reliability of the proposed method, two different 

classifiers were used for the micro-expression recognition of the CASME II dataset. The highest performance results 

are for SVM at 94.3 percent and for KNN at 95.6 percent. Finally, this algorithm detects leaks of motion based on the 

ratio of the motion vectors. The left and right eyebrows are dominant when expressing disgust, sadness, and surprise. 

Meanwhile, the movements of the right eye and left eye were the most dominant when the happiness expression. 

Keywords: Micro-expression, Phase-only correlation, Facial component, Motion estimation, Leakage. 

 

 

1. Introduction 

Micro-expression occurs when someone wants to 

hide feelings from oneself (repression) or others [1], 

because may not be appropriate or may be due to 

cultural display rules [2]. But there is an emotional 

leak with low muscle activity in certain facial areas 

with a duration of less than 500 ms [3]. It is not easy 

to detect these emotional leaks, high-speed cameras 

and high-quality automatic systems are needed [4, 5].  

Observation of subtle and fast motion is needed 

in the automatic detection system of micro-

expression [6].  Various video analysis applications 

such as detection of moving objects [7], human 

motion detection [8],  hand gesture analysis [9], 

cinematography [10], etc. use a motion estimation 

approach to detect and analyze motion [11].  

Optical flow-based is the method most widely 

used in the recognition of micro-expressions with a 

motion-based approach [12, 13]. Optical flow and 

optical strain were first proposed to detect fine 

movements in faces [14].  This method measures the 

optical flow-motion and strain derived and cannot be 

used when the translation motion of head is large and 

fast [14, 15]. Other studies based on optical flow 

include: Liong et al. using features of optical strain, 

optical strain weight, and a combination of the two 

also reported spontaneous emotions [16]. Xu et al. 

[17] have implemented a dynamic face map (FDM) 

that estimates the optical flow on the motion of the 

facial components. This technique can be used to 
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avoid the aggravation of head pose variations. A 

maximum directional difference (MDMD) analysis 

was performed by Wang et al. [18], achieving higher 

spotting precision in long images. Happy and 

Routray [19] proposed a temporal feature descriptor 

named Fuzzy Histogram of Optical Flow Orientation 

(FHOFO), which is a refinement of the Histogram of 

Oriented Optical Flow (HOOF), with the Pair-Wise 

(PWFP) function to improve previous research 

results. Meanwhile, Li et al. [19] conducted a deep 

learning method based approach using HOOF to 

detect the direction of movement of facial muscles, a 

multi-task learning to find facial features and region-

based normalized HOOF features. This is the only 

technique to date that uses advanced ME spotting 

approaches. Although the optical flow strategy can 

manage an over and fast head translation movement 

situation, the classification accuracy is not high [12]. 

In addition, computer-intensive and high 

computational time requirements are needed, so this 

approach is not sufficient for real-time and practical 

implementation [20]. 

Another faster and accurate approach is the 

block-based motion estimation or Block Matching 

Algorithm (BMA) [20]. Combining BMA method 

that uses Sum Absolute Difference (SAD) technique 

and simplified Optical Flow approach, Taylor Series 

Approximation can better classify emotions on 

micro-expression with the best accuracy was 85.07% 

[6].  There are some popular methods of matching 

criteria or distortion functions for BMA: SAD, Mean 

of Absolute Difference (MAD), Mean Squared Error 

(MSE) and Phase Only Correlation (POC). POC is an 

image matching method with high accuracy [21–24] 

and better than conventional full search using SAD 

[25]. The fact that the displacement between the two 

images that are in the phase of the cross-spectrum 

power is the basis of the algorithm POC [26] and it 

can be used to detect translation movements that 

occur in images [25]. The full-search POC algorithm 

(POC-FS) examines all positions in the search area in 

detail. This algorithm is optimal in the sense that the 

best matching position is guaranteed if the search 

range is correctly defined [20]. However, in order to 

find a motion vector for each block, a large number 

of computations are required [27]. 

To reduce complexity, a new block matching 

algorithm named POC-ABS is proposed. In this study, 

a block matching method is proposed by comparing 

each block in the two matching frames. If the two 

blocks are identical, then the motion vector value is 

not displayed, whereas if the blocks are non-identical, 

the motion vector value of the POC is displayed. This 

method does not look for the most accurate matching 

results, but estimates whether or not there are 

movements in the same block. The observations are 

particularly prioritized on the eyes area and 

additionally the mouth area. Region-based research 

better results than global-based research (full-face 

observation) [28]. The motion features obtained from 

all areas of the facial components are used for the 

micro-expression classification.  

The following is the outline of this paper: Section 

2, Phase Only Correlation algorithm with All Block 

Search (POC-ABS) in brief. In section 3, the 

proposed micro-expression recognition based on 

POC-ABS are discussed. Section 4 explains the 

experiment setup and results, and Section 5 contains 

the discussion for the research results. 

2. Phase only correlation algorithm with all 

block search (POC-ABS) 

As the most common motion estimation method, 

BMA has proved highly efficient in terms of quality 

and bit rate. Each frame is divided into the same size 

macroblock and not overlap. A single vector of 

motion is applied to the entire object, it assuming 

undergoes translational motion. The direction and 

magnitude of the motion vector are the main 

objectives to be achieved from the block matching of 

the current framework to the candidate blocks that are 

most suitable in the reference frame.  There are 

several BMA parameters that affect performance and 

accuracy in the estimation of motion: distortion block 

function, block size, and maximum movement 

displacement allowed, also known as search range 

[20]. 

The distortion block function or matching 

criterion is used to measure similarities between two-

block, the current and reference block. There are 

several popular matching functions and compared to 

others, Phase Only Correlation (POC) is better [25]. 

The POC algorithm is also one of the most accurate 

image registration techniques [21] which is widely 

used in the field of computer vison and remote 

sensing, especially for applications such as super-

resolution imaging [10], 2D and 3D image 

registration [29], and displacement estimation images 

with subpixel accuracy [23]. 

The POC algorithm is used to measure of 

similarity between two frame: current frame and 

reference frame. Given 2 frames of size 𝑁1 𝑥 𝑁2 , 

being 𝑓(𝑛1, 𝑛2) and 𝑔(𝑛1, 𝑛2) as shown in Fig. 1 (a) 

and Fig. 1 (b), for simplification, it is assumed that 

𝑛1 =  −𝑀1. . . . 𝑀1 𝑎𝑛𝑑 𝑛2 = −𝑀2. . . . 𝑀2  because 

𝑁1 = 2𝑀1 + 1 𝑎𝑛𝑑 𝑁2 = 2𝑀2 + 1 . The Discrete 

Fourier Transformation form of the two frames are  
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Figure. 1 POC matching example: (a) frame f (n1, n2), (b) translation frame g (n1, n2), (c) POC function between two 

identical frames between f (n1, n2) and f (n1, n2), and (d) POC function between two not identical frame f (n1, n2) and g 

(n1, n2) 

 

given by 

 

𝐹(𝑘1, 𝑘2) =  ∑ 𝑓(𝑛1, 𝑛2)𝑊𝑁1

𝑘1𝑛1𝑊𝑁2

𝑘2𝑛2
𝑛1𝑛2

       

        = 𝐴𝐹(𝑘1,  𝑘2)𝑒𝑗𝜃𝐹(𝑘1,𝑘2)   (1) 

 

𝐺(𝑘1, 𝑘2) =  ∑ 𝑔(𝑛1, 𝑛2)𝑊𝑁1

𝑘1𝑛1𝑊𝑁2

𝑘2𝑛2
𝑛1𝑛2

        

= 𝐴𝐺(𝑘1,  𝑘2)𝑒𝑗𝜃𝐺(𝑘1,𝑘2)   (2) 

 

The cross-spectrum of �̂�(𝑘1,  𝑘2) between 𝐹(𝑘1,  𝑘2) 

dan 𝐺(𝑘1, 𝑘2) is indicated with the formula: 

 

�̂�(𝑘1, 𝑘2) =  
𝐹(𝑘1, 𝑘2)𝐺(𝑘1, 𝑘2)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

|𝐹(𝑘1,𝑘2)𝐺(𝑘1, 𝑘2)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅|
                          

     = 𝑒𝑗𝜃(𝑘1,𝑘2)      (3) 
 

where 𝐺(𝑘1, 𝑘2)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  states the complex conjugation of 

𝐺(𝑘1,  𝑘2)  and 𝜃(𝑘1,  𝑘2) =  𝜃𝐹(𝑘1, 𝑘2) −
  𝜃𝐺(𝑘1,  𝑘2).  

The POC function �̂�(𝑛1,  𝑛2) is the inverse 2D 

discrete Fourier transformation of �̂�(𝑘1,  𝑘2) and is 

formulated by Eq. (4): 
 

�̂�(𝑛1,  𝑛2) =  
1

𝑁1𝑁2
∑ �̂�(𝑘1, 𝑘2)𝑘1𝑘2

 𝑊𝑁1

−𝑘1𝑛1𝑊𝑁2

−𝑘2𝑛2 

(4) 
 

with ∑𝑘1𝑘2
 defining ∑ ∑ .

𝑀2
𝑘2= −𝑀2

𝑀1
𝑘1= −𝑀1

 

When the two frames are identical, i.e. 

𝑓(𝑛1, 𝑛2)=𝑔(𝑛1, 𝑛2), the POC function will be given 

by: 

 

�̂�(𝑛1,  𝑛2) =  
1

𝑁1𝑁2
∑ 𝑊𝑁1

−𝑘1𝑛1𝑊𝑁2

−𝑘2𝑛2  𝑘1𝑘2
        

= 𝛿(𝑛1, 𝑛2)   = {
1    𝑖𝑓 𝑛1 = 𝑛1 = 0
0            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (5) 

 

If the two image blocks are identical, the POC 

value will equal to 1 and produce a distinct sharp peak, 

as shown in Fig. 1 (c). Conversely, if it is non-

identical, then the peak will drop significantly. The 

peak height is used as a measure of similarity for 

matching images, and the peak position indicates the 

translation movement between two images [25]. 

Therefore the translational motion and the fit value 

between the two frames can be obtained based on the 

position and height of the correlation peaks [22, 30] 

as shown in Fig. 1 (d). 

POC Full Search (POC-FS) is a fully 

comprehensive search algorithm, and finding the 

optimal motion vectors (MV) for each macroblock is 

the simplest process. It determines the candidate 

block best suited by measuring the distortion function 

for all candidate blocks inside the search window. 

The search process is carried out by matching blocks 

in the search area. The matching value that has the 

highest POC value will be considered as the same 

block. MV consists of a pair (x , y) of horizontal and 

vertical displacement values pointing from the center 

of the current frame to the center of the most 

appropriate block [25]. Although POC-FS can 

produce optimal results globally, it has very intensive 

calculations and therefore very time-consuming [31]. 

To reduce the complexity, we propose a simple 

search strategy for a phase-based motion estimation 

method with modified the search range of blocks 

matching process, called POC-All Block Search 

(POC-ABS). 
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Algorithm 1 Pseudocode for POC-ABS 
Input - Bs= Block Size;  

- img = image sequence  

Output - Highest Value POC(Hpoc) 

- Motion Vector (Mv) 

1. Begin 

2.     for f = 1: (sum of image sequence -1) do 

3. CurrentFrame (CF)     img(f) 

4. ReferenceFrame (RF)   img(f+1) or img(f-1) 

5. width (w), height (h)  Current frame size 

6. blockX                     ((w/Bs) * Bs), division of the block 

index on X(row) 

7. blockY                     ((h/Bs) * Bs), division of the block 

index on Y(column) 

8. for i  1: Bs : blockY do  

9. for j  1: Bs : blockX do , repeat every block of CF    

10. block      [j until (j+Bs-1); i until (i+Bs-1)] 

11. imgCur    CF(block) 

12. imgRef    RF(block) 

13. xCenter   (blockCur[1]/ 2), determines the 

midpoint of the  X coordinat on imgCur 

14. yCenter   (blockCur[2]/2), specify the midpoint 

of the Y coordinates of imgCur 

15. F           Two-dimensional Fourier transform on 

imgCur    

16. G           Two-dimensional Fourier transform on 

imgRef    

17. R           calculates the cross-phase spectrum of 

F and G 

18. highR     max(R) , find the largest value of the 

matrix R 

19. xMax,yMax      find(highR == R), find the 

coordinate position of the highR value in the R 

matrix 

20. tempR(j) [highR, xMax, yMax ],  temporary of 

data storage for each RF block looping 

21. MaxCoor  find(tempR[:,1] == 

max(tempR[:,1])), find the largest value and index 

of tempR  

22. Hpoc  tempR[MaxCoor,1] 

23. p1  [xCenter, yCenter], midpoint of blockCur  

24. p2  [tempR[MaxCoor, 2], tempR[MaxCoor, 3]], 

maximum midpoint of blockRef 

25. dp  p2 – p1 

26. quiver(p1[1],p1[2],dp[1],dp[2]), Motion Vector 

image with starting point p1 and end point on dp 

27. end for 

28.    end for 

29. end for 

30. end begin 

 

The POC-FS search area consists of several 

blocks, in this proposal the search area is only on one 

block. Our proposed system's pseudocode is given in 

Algorithm 1. Search strategy by comparing each 

block in the current frame directly to each block in 

the reference frame, where both blocks are in the 

same block position. If the two blocks are equal, the 

highest POC value of 1 will be generated at the center 

coordinates (0,0). However, if the two blocks are 

different, the highest POC value will less to 1 and its 

position will not in the center coordinate. The 

position of the highest value is the translation 

movement between the two blocks at positions as far 

as x and y. The MV will then be generated from the 

center position of the block to the x, y points. It is 

assumed, the movement of all pixels in one block is 

considered the same. 

3. Proposed micro-expression recognition 

based on POC-ABS 

The micro-expression recognition research 

scheme on facial components, as shown in Fig. 2, 

uses feature extraction based on the POC-ABS 

matching algorithm to obtain motion features. The 

proposed system consists of three main stages: facial 

component detection and tracking, feature extraction 

using the POC-ABS matching algorithm, and micro-

expression recognition. 

Firstly, facial images are detected and divided 

into various areas of facial components using a series 

of facial feature points obtained from the DRMF 

alignment point method [32]. Facial movements are 

then tracked using the Kanade-Lucas-Tomasi (KLT) 

tracking method[33] then the position of the marked 

area of the face component is always traceable 

(Section 3.1), as shown in Fig. 2 (a). Next, in the 

feature extraction step, the motion features are 

obtained from the POC-ABS matching results 

(Section 3.2), as shown in Fig. 2 (b). For the final 

stage, the classification of micro-expressions using 

the SVM and KNN will be presented in Sections 3.3 

and Fig. 2 (c). The performance of these two 

classifications is compared for all match block sizes.  

3.1 Facial component detection and tracking 

This section is the pre-processing stage for 

recognition of micro-expressions. Micro-expression 

movements consist of low muscle activity occurring 

in certain areas of the face and in a short time, and 

therefore a pre-processing stage that is accurate and 

stable is required. Observations made explicitly in the 

region of the eye and mouth throughout this report. 

By separating it into four parts, the area of the eye can 

be more detailed: right eyebrow, left eyebrow, right 

eye and left eye. 

This study uses a sequence of images from a 

micro-expression video dataset. Region of Interest 

(ROI) of faces and facial components detection using 

Viola-Jones method and DRMF [32] is performed on 

the first frame [34]. To ensure accuracy and precision, 

each frame movement must have precise markings. 

In this analysis, facial-point tracking used the feature 

tracking algorithm Kanade-Lucas-Tomasi (KLT) 

feature tracking algorithm[33]. In each frame motion, 

tracking is done at forty-nine points. Then the marker 
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Figure. 2 Micro-expression recognition research based on POC-ABS feature extraction: (a) facial component detection 

and tracking, (b) feature extraction based on POC-ABS, and (c) micro-expression classification

 

box is always formed precisely and accurately for 

each facial component [34]. 

3.2 Feature extraction based on POC-ABS 

After the areas of the facial component are 

formed, the next step is to get the features of motion 

in each area. The motion feature is obtained by 

matching blocks of two frames, frame current and 

frame reference, using the matching algorithm POC-

ABS. In this section, there are three step: the creation 

of comparison blocks, matching between blocks 

using the POC-ABS method and the extraction of 

motion features from each motion vector, as shown 

in Fig. 3. 

The first step is to divide the face component 

area into blocks of the same pixel size. In this study 

block sizes range from 5x5 pixels to 25x25 pixels. 

Each block size has a different number of blocks, the 

larger the block size, the smaller the number of blocks 

formed, as shown in Table 1 and Fig. 3 (a). 

The second step is to match the blocks between 

the two frames using the POC-ABS method. The 

frame being compared is a neutral face frame with a 

frame when micro-expression occurs. Match each 

block, between the two frames, in the same block 

order. If the two blocks are identical or not shifted, 

then the highest POC value is 1 and there is no motion 

vector arrow. However, if there is a difference or 

movement, then the highest POC value is less than 1 

and a motion vector will be generated. As explained 

in section 2, when the two blocks are equal, the 

highest POC is 1 (or close to 1) in the center of 

coordinates (0.0) then there is no motion vector. But 

when two blocks move in translation, the highest 

POC is not 1 and is in coordinates (x, y). This will 

produce a motion vector from the center point of the 

block to the coordinates (x, y), as shown in Fig. 3 (b). 

For the example above, as shown in Fig. 3 (b), the 

matching stage between the two frames in the mouth 

area. The blocks that are compared between the two 

frames are in the same order position. A comparison 

of block number 28 indicates movement. The highest 

POC value (value 0.4687) is at position x=2 and y=2 

from the center coordinate position (0.0), so that the 

motion vector arrow is directed to the top right.  

In the third step, after a comparison between all 

blocks, many motion vectors will be generated, as 

shown in Fig. 3 (c). The motion vector value of each 

block will be used as a motion feature for each area 

of the face component. The value of this motion 

vector is the horizontal (XBx) and vertical (YBx) 

components, the magnitude of the vector  (MBx), and 

the direction of the vector produced based on its angle 

(TBx). As shown in Fig. 3 (c), the total number of 

blocks in the mouth area for the 5x5 pixel block size 

is 224 blocks. Each block has 4 features. In blocks 

numbers 1 and 224, there are no motion vectors or not, 

all features are 0. While in block number 28, there is 

a motion vectors, then the value of each feature is 

XB28 = 2, YB28 = 2, MB28 = 0.46 and TB28 = 45. 

It can be seen  that not all matching blocks have 

moves in translation. The vector of motion is the 

product of a block move. So that the extraction of the 

function performed at this point uses only motion 

vectors on these blocks, while the matching results 

from blocks which have no motion are not used. 

3.3 Micro-expression classification 

The final step of this system is to classify the 

emotions in micro-expressions. Four micro-

expression classes were used for all experiments 

(disgust, happiness, surprise, and sadness) via a 

multi-classification approach. The motion feature 

from the POC-ABS feature extraction method is 

recognized using Supports Vector Machine 

(SVM)[[35] with Radial Base Function (RBF) [6] 

and K-Nearest Neighbor (KNN) with Euclidean 

distance metric[36]. In this study, ten-fold cross-

validation was used to train and test all samples of 

each class. Each sample consists of the motion  
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Table 1. Facial component area and block size (pixel) 

Facial 
Component 

Facial 
Component 
Area Size 

Block Size 

5x5 7x7 9x9 11x11 13x13 15x15 17x17 19x19 21x21 23x23 25x25 

Left eyebrow 28x111 110 64 36 20 16 7 6 5 5 4 4 

Right eyebrow 28x111 110 64 36 20 16 7 6 5 5 4 4 

Left eye 43x81 128 66 36 28 18 10 8 8 6 3 3 

Right eye 43x81 128 66 36 28 18 10 8 8 6 3 3 

Mouth 39x139 224 100 60 36 30 8 16 14 6 6 5 

Sum of Blocks 700 360 204 132 98 42 44 40 28 20 19 

 

POC 1
POC 2

POC 3

Reference Frame Current Frame

x

y Highest POC: 0,4687
xpos: 2
ypos:2

FREFFERENCE Block 28 FCurent Block 28

POC 28

POC Result

(a)

(b)

(c)

B1 ... ... B28... B14...

B29

B224

0,47

 
Figure. 3 Feature extraction based on POC-ABS: (a) dividing equal blocks sized, (b) block matching using the POC-ABS 

algorithm, and (c) motion feature extraction 
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Figure. 4 Subtle motion estimation on facial component areas using POC-ABS 

 

feature of all facial components as shown in Fig. 2 (b) 

and Fig. 3 (c). 

In past micro-expression studies such as [16, 37-

39], the selection of SVM and KNN as baseline 

model was motivated by its success. SVM uses a 

hyperplane to separate data groups into their 

respective classes. More than one hyperplane could 

separate the classes, and the one with the largest 

margin is chosen as the best / most correctly 

classified. The RBF kernel is a kernel function that is 

commonly used for analysis when data is not linearly 

separated. 

KNN is a classification method based on the 

distance of the Nearest Neighbor. The concept of the 

KNN is to find the value of k training data which is 

the closest distance to new data whose label is 

unknown (testing data). In this study, to obtain the 

amount of this distance, it is calculated by applying 

the euclidean distance. Detail experiments and 

accuracy of classification are presented in the next 

sections. 

4. Experiment setup and result 

To recognize micro-expressions faster and 

accurately,  and to identify where there is expression 

leakage using the proposed method, POC-ABS 

method, several experiments are required to get the 

right results. The experiment began with the detection 

of micro-expression subtle motion in areas of facial 

components, from the onset, apex to offset stages. 

Next, to determine the computation time,  a time 

measurement was performed when the POC-ABS 

extracted the subtle micro-expression motion features. 

To recognize micro-expressions, we use POC-ABS 

motion features with four emotion classes which are 

classified using two classification engines. 

Comparison of the accuracy of the two classification 

machines over several block sizes will provide the 

recommended block size and classification engine for 

the most accurate recognition of micro-expressions. 

To detect the expression leakage, a motion vector 

ratio analysis of each area of the facial component is 

used. It is assumed that the leakage area of each 

micro-expression is the highest movement ratio in the 

region of the facial components. 

4.1 Micro-expression dataset 

Research micro-expression requires a dataset of 

high quality. The CASME II (Chinese Academy of 

Sciences. Micro-expression II) dataset [40] is one of 

the most commonly used datasets. Expressions in the 

CASME II dataset were collected from 26 people 

(from one ethnicity), in the form of video recordings 

with 200 fps quality. There are many expression 

labels on the set, with uneven distribution. The 

sample in CASME II consisted of six basic emotions, 

namely happiness, disgust, oppression, surprise, fear, 

and sadness. This study uses a series of images 

ranging from onset to offset status with four 

emotional labels (happy, disgusted, surprised, and 

sad). 
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4.2 Detection of subtle motions in micro-

expression 

In this section, we will discuss the detection of 

subtle micro-expression motion using proposed 

method, POC-ABS method. Experiments were 

carried out on areas of facial components (right 

eyebrow, left eyebrow, right eye, left eye, and mouth) 

by comparing the frame during neutral conditions 

with other frames during micro-expression 

movements, from frame onset, apex, and offset. The 

onset and offset states are when the states shift after 

the neutral states (onset) and the neutral states meet 

again (offset). Meanwhile, the Apex state is the 

expression peak between onset and offset.  

The matching process between the neutral frame 

(reference frame) with the micro-expression frames 

(current frame) will result a MV arrows that indicate 

a translational movement between both frames. The 

results of motion estimation detection in the five 

areas of the face components are shown in Fig. 4. The 

face images shows the sequence of image from the 

neutral state, initial state, peak state, to the offset state. 

The number below the caption of each face image is 

an index of the position of each image. The next part 

is an MV arrow image, with a green line, which 

shows the translational motion in each area of the 

facial component. If the two blocks are identical, no 

MV arrow is generated. If the two blocks are different, 

there will be an MV arrow. In the Apex state, the 

number of MV arrows is higher than in other states, 

this shows that there are many translation movements 

that occur at the peak of the expression.  

4.3 Computational time 

In this section we examine the computational 

time of the POC-ABS and POC-FS methods in the 

CASME II dataset. Block matching is performed on 

5x5 pixel blocks. The hardware used is an Intel core 

i76700T, 4GB RAM, 2.8 GHz CPU, 64-bit windows.  

The average duration per video and per-frame for 

block matching process execution, shown in Table 2. 

The fastest time are shown in bold and italics. The all 

frame series time is the processing time from onset 

state until offset time. The per frame time is the 

processing time when matching each face component 

 
Tabel 2. Average computational time 

Method 
Average Duration per Video  

All Frame Series (s) Per Frame (s) 

POC-FS 9,444 0,236 

POC-ABS 1,448 0,036 

 

area between reference frame and current frame. The 

results show that the processing time of the POC-

ABS method is faster than the POC-FS method. It 

cannot be denied that extracting features using POC-

ABS is much faster than compared using POC-FS.  

4.4 Comparison of micro-expressions 

classification accuracy in various block sizes  

The performance of micro-expression 

recognition for each block size is discussed in this 

section. The POC-ABS matching motion feature is 

extracted from five areas of the face component (right 

eyebrow, left eyebrow, right eye, left eye, and mouth). 

Features from all areas will be combined and become 

a series of features for each matching frame. In this 

experiment, the POC-ABS Block size that will be 

used starts from 5x5 pixels to 25x25 pixels. 

Furthermore, it will compare the accuracy of micro-

expression recognition for each block size using two 

classification machines (SVM and KNN).  

As shown in Table 3, this accuracy measurement 

is used to evaluate the block size and performance of 

each classifier. The 10-fold cross-validation method 

is used to determine the accuracy of recognition of 

each classifier. The highest accuracy values are 

shown in bold and italics. The highest accuracy value 

is 95.6 percent of KNN and 94.3 percent of SVM, 

both of which are 5x5 pixels in the same block size. 

Although the lowest accuracy  value for SVM is 79.8 

percent and 52 percent for KNN. The SVM 

classification's accuracy value is quite stable, 

although it tends to fall, which is 87.8 percent. 

Whereas the KNN classification with an average 

accuracy of just 69.65 percent is not too good, it is 

below SVM's average accuracy. It can be seen that 

the 5x5 block changes from the highest value, then it 

drops to 52 percent in the size of the 9x9 block, and 

returns up to 73 percent in the size of the 25x25 block. 

4.5 Leakage motion detection of facial 

components 

Upon achieving the highest accuracy of 

classification resulting in a block size of 5x5 pixels, 

the next step is to determine where the leak in the 

expression is concealed while the micro-expression is 

present. This leak is a movement on the face that 

cannot be captured and occurs spontaneously. This 

movement occurs quickly and only in limited facial 

areas[3], [41]. Matching results between the two 

frames, determined using the same POC-ABS 

process, are used to obtain motion estimation. The 

MV arrows suggest which motions are occurring. 

Motion estimation in each region of the facial  
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Table 3. Comparison of recognition accuracy in various block sizes (pixel) using SVM and KNN classification (%) 

Classifier 
Block Size 

5x5 7x7 9x9 11x11 13x13 15x15 17x17 21x21 19x19 23x23 25x25 

KNN 0,956 0,792 0,521 0,57 0,602 0,625 0,708 0,727 0,728 0,702 0,73 

SVM 0,943 0,935 0,921 0,901 0,884 0,873 0,863 0,853 0,853 0,798 0,835 

 

 
Figure. 5 The motion vector ratio of facial components 

for all expressions 
 

component area are used to evaluate leakage in 

micro-expression. 

In this section we will analyze the number of 

arrows generated from each match between frames. 

Each face component area has a different block 

number, as shown in table 1. In order to display the 

movement tendencies in each area of the facial part, 

it is important to measure the ratio of the number of 

motion vectors to the total number of blocks in each 

block, as shown in Eq. (6). 

 

𝑃
𝑣𝑒𝑐𝑡𝑜𝑟=

𝑆𝑢𝑚 𝑜𝑓 𝑣𝑒𝑐𝑡𝑜𝑟 𝑎𝑟𝑟𝑜𝑤

𝑆𝑢𝑚 𝑜𝑓 𝑏𝑙𝑜𝑐𝑘 

                      (6) 

 
The ratio of MV for each expression is shown in 

Table 4. The average number of arrows on the right 

eyebrow is 57 arrows to the sadness, then the 

percentage of vectors is 52 percent of a total of 110 

blocks (as shown in Table 1). The right eye area, the 

average number of arrows is 59, which represents 46 

percent of all 128 blocks. Similarly, 46 percent of left 

eyebrows, 44 percent left eye, and 42 percent left 

mouth. For each division of lines, the two highest 

percentage values are marked with italics and bold as 

the sign with the most dominant motion, respectively 

on the right eyebrow and right eye.  

Based on the graph in Fig. 5, when the expression 

is disgust and surprise, there are many movements in 

both the left and right eyebrows. The motion 

dominant at right eye and left eye when happiness. 

While the sad expression is dominated by the 

movement at the right eyebrow, left eyebrow, and 

right eye. Thus, the location of the leak is found in the 

eye region from these four expressions (right 

eyebrow, left eyebrow, right eye, and left eye). 

5. Discussion 

Our experiment is done using the motion feature 

obtained from the motion estimation method 

proposed, POC-ABS method. This method can 

produce more detailed observations of movements in 

the facial component areas (right eyebrows, left 

eyebrows, right eye, left eye, and mouth). This 

method can properly detect subtle micro-expression 

motion from onset to offset state. At the onset state, 

it was seen that some movement was detected, there 

were several MV arrows, as shown in Fig. 4. The 

number of MV arrows then increased substantially in 

all areas of facial components in the Apex state, the 

peak state of expression at the index 69th frame. 

However, when the state was offset, at the 86th index 

frame, the number of MV arrows decreased, 

especially in the right eyebrow and mouth area. This 

method can detect existing movements well. 

Likewise in no movement block detection. This 

method can detect an average of more than 50% of 

blocks with no MV or is assumed to be identical or 

no shift, as shown in Table 4. For each expression, 

the MV arrow ratio for all areas of the facial 

components is almost all below 50%, this means that 

more than half of the area of the facial components 

does not move. This shows that the POC-ABS 

method can detect subtle movements during micro-

expressions just in certain areas of the face not in all 

areas properly [42].  

For the computation time of the block matching 

process, the POC-ABS method is much faster than 

the POC-FS method, as shown in Table 2. The 

average POC-ABS computation time for both, the 

processing time of the entire series of frames and the 

processing time per frame is 6.5 times faster than the 

computation time of the POC-FS method. This is 

because the POC-FS method must look for the same 

block as the block being compared in a search area 

consisting of several blocks. Meanwhile, the way the 

POC-ABS method works is to compare two blocks, 

whether these two blocks are the same or not. If they 

are not the same, it is estimated that there is a shift 

and results in an arrow MV. So that the big time 

difference is because the way the POC-ABS method 

works is simpler than the POC-FS method. 
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Table 4. The motion vectors ratio for each expression in 5x5 (pixel) block size 

Expression 

Left eyebrow Right eyebrow Left eye Right eye Mouth 

MV 
Ratio 

(%) 
MV 

Ratio 

(%) 
MV 

Ratio 

(%) 
MV 

Ratio 

(%) 
MV 

Ratio 

(%) 

DISGUST 54 49 54 49 47 37 47 37 79 35 

HAPPINESS 36 33 39 35 59 46 55 43 74 33 

SADNESS 51 46 57 52 56 44 59 46 94 42 

SURPRISE 45 41 57 52 39 30 45 35 77 35 

 
Table 5. Research of motion feature for micro-expression recognition 

Year Author Dataset Motion Feature  Classifier Classification Accuracy 

2016 Liong et al.[16]  CASME II  Optical Strain  SVM  63.41% 

2017 Peng et al. [44] CASMEII  OF DTSCNN  Accuracy up to 66.67% 

2017 
Happy and 

Routray [19] 
CASME II FHOFO 

SVM, KNN and 

LDA 
F1-score was 0.5248 

2017 Zhang et al. [38] CASME II LBP-TOP, Optical 

Flow 

SVM, KNN KNN: 54.51%  

SVM: 42.35% 

2017 Muna et al. [6] CASME II SAD and OF SVM 85,07% 

2018 Zhu et al.[43] CASME II LBP-TOP and OF SVM 53.3% 

2018 Liong et al.[45] CASME II  OSF and LBP-TOP SVM  F-measure: 0.31  

2018 Liong et al.  [46] CASME II BI-WOOF SVM 58.85% 

2020 This study CASME II POC-ABS SVM and KNN SVM: 94,3% KNN: 95,6% 

Table 6. Micro-expressions leakage areas 

Author(s) Dataset Criteria 
Micro-Expression Leakage Area 

Happiness Disgust Sadness Surprise 

Yan, et al.[40] CASME II FACS either AU6 or 

AU12 

(Cheek or Lip) 

one of AU9, 

AU10 or 

AU4+AU7 

(Nose, Lips or 

Eyebrow) 

- AU1+2, AU25 

or AU2 

(Eyebrow or 

Lips) 

Duan, et al.[28] CASME II Facial 

Region 

eye region, 

mainly on 

eyebrow 

raised/down 

eye region, 

mainly on 

eyebrow 

raised/down  

eye region, 

mainly on 

eyebrow 

raised/down  

eye region, 

mainly on 

eyebrow 

raised/down  

This Study CASME II Facial 

Region  

Left Eye and 

Right Eye 

Left and 

Right 

Eyebrow 

Left and 

Right 

Eyebrow 

Left and 

Right 

Eyebrow 

 

In the previous section, we have shown the results 

of the classification accuracy of micro-expression 

recognition. For both classifiers, the highest accuracy 

is at the smallest block size. The highest accuracy was 

95.6 percent for KNN and 94.3 percent for SVM for 

inter-block matching of 5x5 pixel block sizes, as 

shown in Table 3. For both classifiers, the highest 

accuracy is at the smallest block size. The smaller the 

block size, the narrower the area being compared. In 

subtle micro-expression motion, the narrower this 

area is, the subtler motion is detected. As a result, 

more motion features are obtained. Meanwhile, the 

wider the area being compared, these subtle 

movements will be difficult to detect accurately. As a 

result, less motion features will be obtained. So that 

the more varied the motion features, the higher the 

accuracy of the recognition of micro-expressions. In 

addition, when compared with other motion feature 

methods, this method can produce the highest 

accuracy value among other studies, as in Table 5. 

In previous studies, Liong et al. [16] proposed 

two features: optical strain weighted and optical 

strain. The recognition rate reached to 63.16% for the 

CASME II dataset with the SVM classifier. Zhang et 

al. [38] combining local LBP-TOP and local Optical 

Flow (OF) features after extracting from the local 

area of face based on AUs and performed it on 

CASME II dataset. They claim that various local 

features can work better than a single global feature. 

Accuracy up to 62.50% has been achieved when they 
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combine two local features with RF classifier. To 

enhance micro-expression recognition, Zhu et al.[43] 

transferring learning from speech characteristics to 

micro-expression. LBP-TOP and OF are used as 

extractor features with different vector dimensions. 

The best accuracy was 53.3% achieved by OF with 

50 dictionary dimensions with the SVM classifier. 

Based on previous research, the highest accuracy 

value was 85% using the combination of SAD+OF 

feature extraction method and SVM classification. In 

this study, the recognition accuracy was 94.3% for 

SVM and 95.6% for KNN with the block size is 5x5 

pixels. This shows that the motion feature of the 

POC-ABS motion estimation method has the highest 

micro-expression recognition accuracy compared to 

other motion-based features.  

The arrow of MV resulting from the matching 

process using the POC-ABS method is used to 

observe motion leaks when micro-expression occurs. 

In this study, the MV ratio of each face component 

has compared. The highest MV ratio in a certain 

facial component area shows the most dominant 

movement among others. The motion estimation on 

the four emotional labels shows that the motion in the 

eye area (right eyebrow, left eyebrow, right eye, and 

left eye) dominates all expressions compared to the 

motion in the mouth area, as shown in Table 4. The 

movements in the right and left eyebrows dominate 

the expression: Disgust and surprise. The movements 

in the right eyebrow, left eyebrow and right eye 

dominate the sad expression. Whereas in happy 

expressions, the movement of the right eye and the 

left eye dominate, this is shown in Fig. 5. For 

example, vector motion in all areas of facial 

components for sad expressions is shown in Fig. 4. 

Face images are displayed on the onset, apex, and 

offset frames. By using a block size of 5x5 pixels, it 

can be seen that there are many motion vectors in the 

right eyebrow, left eyebrow, and right eye. In general, 

there is an increase in the number of arrows from 

apex to offset. Also in the same frame, the number of 

arrows for the right eyebrow, left eyebrow, and right 

eye is more dominant than any other facial 

component. 

When compared with previous studies, as shown 

in Table 6, Duan also stated where the eye area was 

the most influential in each expression [28]. Wen-

Jiang Yan's research, which uses FACS observations 

or based on AU movements, also states that the eye 

area also affects the expression of disgust and shock. 

However, a little different in the expression of 

happiness, the area of the cheeks, and lips that affect 

this expression [40]. 

 

 

6. Conclusion 

In this paper, a novel approach of motion 

estimation, the POC-ABS method, could recognize 

the subtle motion of micro-expressions faster and 

accurately. This method also could identify where the 

expression leakage during the micro-expression 

occurs is. 

At the apex state of expression, the POC-ABS 

could show the number of motion vectors increased 

compared with the onset and offset state. In general, 

the movement in the facial component area is less 

than half the area, so this is consistent with the nature 

of micro-expression i.e. the intensity of low muscle 

and dominance of movement only occurs in certain 

areas. In the computational time measurement, the 

average time needed by the POC-ABS method to 

match between frames is 0.03 seconds. This method 

is sufficient for real-time and practical 

implementation. 

With the SVM and KNN classification, 

recognition of micro-expressions using the POC-

ABS method is more accurate than other motion 

feature-based micro-expression recognition methods. 

The smaller the block sizes being compared, the 

higher the accuracy value. 

By using the MV arrow ratio value, this method 

could identify where the expression leakage during 

the micro-expression occurs is. The analysis showed 

that the point of leakage at the time of micro-

expression was dominated by movement in the upper 

face area, especially in the right and left eyebrow 

areas. 

For further research, more detailed observations 

are needed in reading the direction of the facial 

component's movements and this method can be used 

in further research, the realtime recognition of micro-

expressions. 
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