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Abstract: This paper presents the procedures of face segmentation in the color image based on skin detection through
the establishment of skin model and the segmentation of skin region. Firstly, in order to reduce the effect of factors
on the segmentation of face region, a method for compensating the color of input images is used to alleviate the
interferences from bad illuminating conditions. Secondly, Gaussian model about skin information is established which
can be used to detect skin pixels in color images and transform color images to gray-scale images. Thirdly, a new
algorithm of Otsu is used to find out the skin regions in binary images. Finally, mathematical morphology operator
and prior knowledge are used to find out the face regions and discard regions that are similar to the skin in color.
This method can deal with various sizes of faces, different illumination conditions, diverse poses and changeable
expressions. In particular, the scheme significantly increases the execution speed of the face segmentation algorithm
in the case of complex backgrounds. The experiments show that this method reduces the computation of the procedure,
and at the same time improves the detection speed and efficiency.
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1. Introduction

As one of human’s physiological features, skin in-
formation has broad applications such as face detec-
tion, gesture analysis, target tracking and image re-
trieval. Skin has the advantage of being non-sensitive
to directions, so we can separate skin regions from
other parts of the color images and segment face re-
gions accurately through post-processing. The appli-
cation of color can provide valuable candidate region
when detecting stationary targets. The combination
of information from moving-targets can enhance the
accuracy of target tracking and the analysis of prop-
erty when detecting moving targets. According to the
needs of search and retrieval system requirements, skin
color can be used in image classification and feature
analysis when retrieving image. Many researches of
skin detection have been proposed. An example study

of skin colors is Soriano’s work [1] which built a skin
color model in normalized color coordinates (NCC).
Soriano established the model based on an extensive
collection of skin color pixels on images of differ-
ent races of people under a variety of illuminating
conditions. Garcia and Tziritas [2] also built their
skin color models over and HSV color spaces to ex-
tract skin pixels as candidate regions of faces. Bak
[3] incorporated a 2D Gaussian skin model associated
with motion information to find candidate faces. But
most have many restrictions, such as no compensa-
tion for varying illumination colors, no noisy defocus,
which hinder researchers from developing successful
face detection systems. So, we present an improved
procedure of skin detection and segmentation which
can find out arbitrarily tilted human faces in color im-
ages.

International Journal of Intelligent Engineering and Systems, Vol.4, No.1, 2011 10



In this paper, we propose a skin-detection approach
by using Gaussian model and skin-color information.
Gaussian model about skin information is established
to detect skin pixels in color images and transform
color images to gray-scale images. Then a new algo-
rithm of segmentation integrated histogram with Otsu
is used to find out the skin regions in binary images.
After that, mathematical morphology operator and pri-
or knowledge are used to find out the face regions and
discard regions that are similar to the skin in color.
The rest of this paper is organized as follows. In Sec-
tion 2, skin model is introduced. A skin segmentation
algorithm is proposed in Section 3. In Section 4, ex-
periments are conducted and discussed. Lastly, con-
clusions are given in Section 5.

2. Skin Model

For the segmentation of human faces based on skin
color, the key is to select the color space and its clus-
ter. In color images, skin color is very useful infor-
mation for human face. Using skin-color informa-
tion effectively can reduce the amount of searching
time when it needs to make sure of the region of hu-
man face. However, skin-color information is often
influenced by some factors. For instance, light envi-
ronment and image acquisition equipment will lead
to color offset. Before skin-color segmentation, we
should do some pre-processing for images to alleviate
the interferences from bad light. Taking account of the
effects of light source and the high-brightness region
in images on skin detection, we use the assumptive
method of Gray World [4] in order to compensate the
images with light interference. In addition, consider-
ing the brightness information and chrominance that
should be separated, we segment the skin of color im-
age in the space of YC,C, and set up Gaussian model
which can cluster the skin-color information in a reg-
ular range [5, 6].

2.1 Compensation for varying illumination col-
ors

In color images, skin color is relatively concentrated
in a stable region. Skin-color information can be used
to separate human faces from the background of im-
ages. Studies have shown that for different race, age
and gender, face color looks different, but they mainly
concentrate in brightness. Skin color coming from

different human races has good clustering in the chromi-

nance space. So, it is feasible to segment skin re-
gion based on this principle. But affected by the light

source, image acquisition equipment and other fac-
tors, color images are often in color shift, so a light
compensation preprocessing is proposed to alleviate
the interferences from bad illuminating conditions.

Before light compensation preprocessing, we should
determine whether there is light interference in color
images. If not, we should not do light compensation
preprocessing, or, it will lead to big change of skin-
color information and affect the result of skin model.
From the theory of dual-color reflection model [7], we
know that the surface of objects appears the surface or
interface reflection, so objects often send off bright-
light. In color images, high-brightness region will be
found. The surface reflection of objects mainly comes
from the real color of light source when the light illu-
minates the objects, but not the color of the surface of
objects. Based on these facts, the steps of determining
whether the images have the light interference are as
follows:

Step 1: The brightness of all the pixels in the image
is put in order from top to low, taking the top 5% of
the pixels. If the number of pixels is more than enough
(such as more than 1000), then calculate the respec-
tive average of these pixels component (R,G,B) and
record as AR, AG, AB,;

Step 2: Calculate the value of max(AR,AG,and AB)/
min(AR,AG,and AB). If the value greatly deviates
from 1, then determine the image has light interfer-
ence.

If the image has light interference, the light compen-
sation preprocessing of the Gray World is proposed to
alleviate the interferences from bad illuminating con-
ditions. The steps are as follows:

Step 1: Calculate their respective average and to-
tal mean of these components(R, G, and B) and record
asavgR, avgG, avgB, avgGray. The formula is as fol-
low : avgGray = (avgR + avgG +avgB) /3.

Step 2: Calculate the adjustment factors of R, G and
B, then record as aR, aG and aB, the formulas are as
follow: aR = avgGray/avgR, aG = avgGray/avgG,
aB = avgGray/avgB.

Step 3: Adjust the values of R, G and B with the
adjustment factors. The formulas are as follow: R =
RaR; G = GaG; B = BaB.

Step 4: If the value of R, G and B after adjustment
is more than 255, then adjust it to 255.

Figure 1 shows the compensation result for tow orig-
inal images. The color of image is reddish, whose
skin color is very close to the color of the background,
which will lead to the error of skin-color segmenta-
tion.
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Figure 1 Original Images

Use the method which has been given in the previ-
ous part, we can alleviate the interferences from bad
illuminating conditions in these images. Figure 2 shows
the result of light compensation.

Figure 2 Light-compensated Images

2.2 Changes in different color spaces

In order to segment human skin regions from non-
skin regions based on color, a reliable skin color model
is needed that is adaptable to people of different skin
colors and to different lighting conditions. The study
has shown that the common RGB representation of
color images has three characters. First, two gray-
scale images which have the similar forms are likely
under a huge difference in color space. Second, skin-
color information coming from different people, dif-
ferent races can cluster in one color space. Last, lu-
minance is the most important factor that affects the
changes in different color spaces, but not skin color.
Based on these natures, the color spaces that are fre-
quently used in studies are RGB (three primary col-
ors), rgb, HIS, Y C;,C, (the chrominance model of CCI-
R601 encoding), UCS(CIE proposed a uniform color
system) and YIQ.

A color space is a mathematical expression of the
color collection. The common RGB representation of
color images is not suitable for characterizing skin-
color. In the RGB space, the triple component (r,g,b)
represents not only color but also luminance. Lumi-
nance may vary across a person’s face due to the am-
bient lighting and is not a reliable measure in separat-
ing skin from non-skin region. Luminance can be re-
moved from the color representation in the chromatic
color space. In this paper, we choose the Y C,C, color
space as the space of skin detection. YC,C, colors

have been effectively used to segment color images
in many applications. It is also well suited in this
case to segment skin regions from non-skin regions.
The color distribution of skin colors of different peo-
ple was found to be clustered in a small area of the
chromatic color space. Although skin colors of dif-
ferent people appear to vary over a wide range, they
differ much less in color than in brightness. In other
words, skin colors of different people are very close,
but they differ mainly in intensities. With this finding,
we could proceed to develop a skin-color model in the
YC,,C; color space. YC,C, color space can be trans-
formed from RGB, and the corresponding coordinate
transformation matrix are as follows:

Y 0.2990 0.5870 0.1140 R
C, | =| —0.1687 —0.3313  0.5000 G | (D
C, 0.5000 —0.4187 —0.0813 B

Generally speaking, the result is much better when
the luminance and color separate completely. Actu-
ally, there are certain of non-linear relations between
them to some extent which will impact the image de-
tection. So, it is needed to reduce these non-linear
relations, and eliminating the relations between lumi-
nance and color. The transformation formulas that
are used to change Y C,C, color space to other space
which has non-linear relations are as follows:

(CY) —C)) x gy +GilY)
Gi(Y)= if (Y < K;)or(K, <Y) 2
Gi(Y) if(Y € [K;,Ky))

where i represents b or r (b and r are the value of the
rgb image), C;(Y) denotes the axis of skin-color re-
gions, K; and K}, are sub-threshold of non-linear trans-
formation, Wc,(Y) is the width of the skin-color re-
gions.

Figure 3 shows the images in YC,C, color space,
which is different from the RGB space.

Figure 3 Images in Y C,C, Color Space

2.3 Gaussian model

Although skin colors of different people appear to
vary over a wide range, they are very close in color

International Journal of Intelligent Engineering and Systems, Vol.4, No.1, 2011 12



Figure 4 Skin Distribution in Y C,C, Space

and have huge differences in luminance. The color
distribution of skin color of different people was found
to be clustered in a small area of the color space and a
skin color distribution can be represented by a Gaus-
sian model.

According to the Gaussian distribution in the color
space of images, a color image with skin-color regions
can be transformed into a gray scale image so that the
gray value at each pixel shows the likelihood of the
pixel belonging to the skin. The likelihood of skin for
this pixel can then be computed as follows:

m = E{x} 3)
x=(Cp, )" )
C=E{(x—m)(x—m)"} (5)

P(Cy,C,) = exp{—0.5(x—m) " C~' (x—m)} (6)

where m is the mean of x, C is the covariance matrix.
We can obtain m and C through the sample statistics.

This skin model is based on the statistical character-
istics [8], which needs to commutate the likelihood of
each pixel belonging to the skin, so the speed is not
fast. Of course, when doing the practical application
of skin detection, you can directly use the formula of
—0.5(x—m)"C~'(x — m) in order to improve the de-
tection speed. A total of 500 images of human faces
were used to determine the color distribution of hu-
man skin in YC,C, color space. Our samples were
taken from people of different ethnicities, different
conditions and different ages. Figure 4 and Figure 5
have shown the statistical characteristics of skin infor-
mation and Gaussian model.

Through Gaussian Model, the image in Y C,C, Space
can be transformed to a gray scale image which has
the obvious skin regions. With appropriate threshold,

Figure 5 Gaussian Model

the gray scale images can then be further transformed
to a binary image showing skin regions and non-skin
regions.

3. Skin Segmentation

Image segmentation is the key step of image pro-
cessing to image analysis, and the foundation of iden-
tification and understanding, which mainly uses the
differences between the target objects and its back-
ground segmenting the target regions which are wanted
in need. There are many segmentation algorithms pro-
posed by scholars, including threshold method, bound-
ary detection, matching method and so on. In this pa-
per, we use facial characteristics to separate the skin-
color region from the images and get the binary im-
age of human face regions, which is called thresh-
old segmentation algorithm. This method can seg-
ment the wanted objects from background by choos-
ing a suitable threshold, which is based on the dif-
ferent characteristics in gray-scale between the tar-
get and background. The most representative meth-
ods are histogram threshold, Otsu, the best entropy
method, moment invariant method, fuzzy clustering
method, a very small error of law and co-occurrence
matrix method. With the advantages of small amount
of calculation, simple theory and easy implementa-
tion, Otsu is generally used in real-time image pro-
cessing system. Therefore, Otsu is used in this pa-
per to segment the gray-scale image transformed from
RGB in order to get the binary image. Then, process
the binary image to obtain the accurate face region.

3.1 The method of Otsu

Otsu was proposed in Japan, which is derived on
the principles of discrimination and the theory of least
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square.

There is a image with the gray-scale between one to
m, the number of pixels with the value of i is n;, then
the total number of image pixels is:

N=Yn @)

The probability of appearing gray-scale pixel with
the value of i is:

Pi= ®)

Then, use T to split the gray scale into two groups,
Co={1~T}andC, ={T+1~m} . The formulas of
the average and probability generated by each group
are as follows:

i=1
©)
Lip  u(T)
M_ga_mn
and
o= ) p=l-o
i=T+1
m (10)
m=y ip _pu—u(T)
a0 1-0(T)

where pt =Y/ | ip; is the formula for calculating the
mean of the whole image, u(7) = Y., ip; is the for-
mula for calculating the average of the image when
the threshold value is T. So the formula of the gray
sample average is i = wylo + @1 .The formula for
calculating the variance between the two groups is as
follows:

8 (T) = an(po — 1) + o1 (1 — o)’
[wo(T) — (7)) (D
o(T)[1 — o(T)]

= W (1 —N0)2 =

Seek the maximum value of the formula, when T is
changing from one to m. Then T is the threshold and
8%(T) is the selecting function of 82(T) [9].

3.2 Improved segment method

Based on the principle of threshold segmentation,
we will segment the skin-likelihood images. With the
original images affected by non-face regions, light, ro-
tation angle of face and many other factors, the skin-
likelihood image can’t reflect good differences between

background and the objects, which thus affect the re-
sults of a follow-up partition. Different from the pre-
vious procedure, this article does not directly deal with
the similar gray-scale images, but first needs to de-
termine whether the skin-likelihood images should be
adjusted. This can improve the accuracy of segmen-
tation to a large extent, although it will be affected by
the factors such as light. Specific methods are as fol-
lows [10]:

Step 1: Get the histogram of the similar gray-scale
image histogram, and determine the brightness and
contrast of the image according to the distribution of
pixel images in histogram. If the pixels are in the low-
end of the histogram, they are illustrated in dark im-
ages; if the pixels are in the high-end of the histogram,
they are illustrated in brightness images; if the pixels
are in the center of the histogram, they are illustrated
in the images with poor contrast; only when the gray
histogram is more evenly distributed throughout the
gray-scale range, is the image contrast relatively good.

Step 2: According to the above conditions, compare
the histogram of the similar gray-scale images with
the conditions one by one, then the treatment is nec-
essary to enhance the needed image.

Step 3: Get the histogram of the new gray-scale im-
age and set the value which is in the trough of the
histogram as the threshold A. The gray space will be
divided into two parts, part a and part b, by this thresh-
old. Then get the variance of this two parts, and de-
termine the values in the troughs of histograms in part
a and part b separately. And make these two values as
the boundaries which is the range of A moving, thus
obtain the best threshold.

Experiments show that the improved method of seg-
mentation not only accelerates the speed of segmen-
tation, but also ameliorates the accuracy of skin seg-
mentation. As shown in Figure 6 are the skin-likelihood
image and the binary image.

3.3 Determination of human faces

However, it is important to note that the detected
regions may not necessarily correspond to skin. It
is only reliable to conclude that the detected regions
have the same color as that of the skin. The important
point here is that this process can reliably point out
regions that do not have the color of the skin and such
regions would not need to be considered anymore in
the face finding process. In this paper, mathemati-
cal morphology operator of open computing is used
to deal with the binary image [11]. Use the following
methods to deal with the non-face region.
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(b) Binary Image

Figure 6 Skin-likelihood Image and Binary Image

Step 1: Calculate the number of holes in each skin
region, if there are no holes, and then discard the skin
region. Use Euler’s formula to calculate the number
of holes.

Step 2: Find the width and the height in external
rectangular of skin region, then compute the ratio of
wide and high. After that, give up the skin region
whose proportion is not demanded, and the range of
ratio is between 0.8 with 2.0. If the value is more than
2.0, use the lesser part of the ratio of 2.0 to match, and
minimize the occurrence of undetected face, instead
of discarding it [12].

Step 3: Calculate the ratio of skin area and its ex-
ternal rectangular, and discard the non-human face re-
gion with color characteristics; its ratio should be more
than or equal to 0 [13].

Step 4: Remove the region whose area is less than
400. If the region of human faces is small, facial fea-
tures will be lost during the pretreatment.

Step 5: Discard skin region whose width or height
is less than 20.

According to this method, most of the non-face re-
gion can be removed, which can segment face region
accurately, as is shown in Figure 7.

4. Results and Discussion

In this paper, the software platform of matlab is used
in face segmentation, which mainly targets the color
images that are static. Considering there is no stan-
dard color-image database which can assess the faces
in images, we set up the color-image database with
500 skin images. There are some samples of the im-
ages in Figure 8.

The pictures are from a variety of images, and have

(a) Facial Region in Binary

(b) Facial Skin Region

Figure 7 Final Results of Segmentation

Figure 8 Samples of skin image

different colors and illumination, thereby meeting the
requirements of skin model. With the skin model and
the skin segmentation algorithm, we can deal with
many images which include the images from the color-
image database and other images which come from
internet and private camera. The effect of image seg-
mentation on those two categories is basically same
and good.

Experiments have shown that face region can be de-
tected effectively and quickly based on the methods of
this article. The results and discussion are as follows.

The original image of the experiment has been shown
in Figure 1 which has light interference. But with
the method of compensation for varying illumination
color, the image has become normal skin color as is
shown in Figure 2. And with the method of skin seg-
mentation, we can get the first image of Figure 9(a).

Part a and Part b in Figure 9 show that whether or
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(c) Results with color balance and enhancement

Figure 9 Result of Image Comparison

Table 1 Statistical results of skin segmentation

Classes Accuracy of
Segmentation%
no-color balance 75.8
color balance but no 87.6
image enhancement
color balance and 94.3
image enhancement

not to balance the image which has the light inter-
ference will directly affect the skin-likelihood image,
causing that the face region can’t be divided from the
image. From part b and part c, we can see that the en-
hancing process on the skin-likelihood image which
mainly is reinforced through histogram equalization
can improve the effect and accuracy of skin segmen-
tation. This method can segment face regions better
and there are the results of different images in Figure
10.

From Table 1, we can see that balancing the color
image with light interference can improve the accu-
racy of segmentation, and the same as enhancing the
skin-likelihood image with lower contrast. While, com-
pared with ordinary Otsu, the improved Otsu will also
accelerate the speed nearly twice, as shown in Table
2.

Figure 10 Results of face segmentation

Table 2 The speed of skin segmentation

Method of Time of
Segmentation | Segmentation/s
Otsu 4.4186

Improved Otsu 2.4137

5. Conclusion

With its complex and ever-changing nature, includ-
ing the effect of the light and the condition of shooting
environment, it makes the skin segmentation of hu-
man faces in color images severely affect face detec-
tion, and also makes it an important research topic. A
method of face-region segmentation based on skin de-
tection has been proposed in this paper, which partly
comes from other studies. Compared with the conven-
tional method of segmentation, we put these methods
into this article, such as adjudging the images with the
light interference, enhancing the images and improved
threshold segmentation. Determination of the light in-
terference not only improves the accuracy of image
segmentation in the follow-up processing, but also ex-
pands the scope of application with skin segmentation
in color images. Image enhancement mainly deals
with the skin-likelihood image which is transformed
through Gaussian model, aiming at getting the gray
images with better and higher contrast. In this article,
we use the method that combines the histogram with
Otsu, which is the initial use of histogram threshold
method to determine the threshold, and then we set it
as the threshold of Otsu, and respectively, find the best
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threshold through searching the threshold to both ends
which are in the limited scope. This method avoids
the partition in the whole range of gray scale, thereby
reducing the time of determining the optimum thresh-
old, and provides real-time processing that guaran-
tees the face detection system based on skin detec-
tion. Using these methods can handle various sizes of
faces, different illumination conditions, diverse poses
and changeable expressions. In particular, the scheme
significantly increases the execution speed of the face
segmentation algorithm in the case of complex back-
grounds. In the future, the proposed method will be
applied to face detection, face recognition and face
tracking effectively.
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