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Abstract: The daily massive flow of information requires automated summarization methods to extract the most 

important information. Manual summarization of large text documents is very complicated and time-intensive for 

human beings. Numerous methods rate all of them decadently based on the sentence scoring that labels ratings for 

input sentences. The higher-rated sentences are used as a part of the summary. In an extractive-based automated text 

summary, locating the relevant sentences is an essential problem for the researchers. Therefore, to deal with such 

problems, evolutionary algorithms are applied as a solution. This paper presents a hybrid approach (CSOGA) based 

on the effectiveness and convergence to the solution of a (CSO) chicken swarm optimization and a (GA) genetic 

algorithm for text summarization to ensure the optimal solution. The evaluations of the proposed algorithms are done 

on the standard dataset from CNN / Daily Mail and are measured by the Recall-Oriented Understudy for Gisting 

Evaluation (ROUGE). The performance of the proposed method is then compared with other methods. The results 

show that the new approach hybrid (CSOGA) has the best performance on text summarization quality. The proposed 

method was capable of generating a better accuracy than other algorithms on the ROUGE-1, ROUGE-2 and ROUGE-

L. The highest increase in the accuracy of the proposed method was in ROUGE-1 with a rise of 4.4%, ROUGE-2 with 

a rise of 12.01%, and ROUGE-L with a rise of 9.8% comparing with the highest accuracy of the other extractive 

models. 
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1. Introduction 

The World Wide Web provides an enormous 

amount of content in web page forms, news articles, 

documents, email, and access to databases around the 

world. That makes nominating the most relevant 

information through manual means an extremely 

difficult process. Text summarization is one of the 

methods that can overcome the huge amount of 

information. The summary approach removes the 

time and hard work needed to find the most important 

and relevant sentences in the documents. A summary 

can generally be defined as a text generated from one 

or more texts which, while being short enough, 

conveys the most valuable details in the original. 

As a result, automated text synthesis has become a 

research area in the wider field of language analysis 

to help locate essential documents [1]. The text 

summary aims to extract the most relevant elements 

of the given document. The subsequent definitions 

from underlying assumptions regarding text 

summarization. A summary is a text created from one 

or more texts are containing a significant part of the 

knowledge found in the original texts, and not more 

than half of the original texts [2]. Text summarization 

can be defined as the following: given a document X, 

which is considered as a group of sentences such that, 

X = {Se1, Se2,..., Sen}, where Sei indicates ith 

sentence in X and n is several sentences within the 

document. The summary of document X is the subset 

Y = {Se (1), Se(2),..., Se(m)} )} ⊂ X where m < n, 

which contains the different topics of document X 

while reducing the redundancy within the summary 

Y. 

Text summarization techniques are classified into 

abstract and extract related techniques according to 

specific requirements. An abstract can be defined as 

a description of the ideas taken from the root are then 
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reinterpreted and brought out different. The extract is 

a list of units of text taken from the source and 

displayed inline for line form. 

The remainder of the article is structured as 

follows. Section 2 introduces the literature review, 

section 3 presents preprocessing and how to select 

features, section 4 introduces the proposed 

algorithms, and the results of evaluation using CNN / 

Daily Mail dataset are represented in section 5. 

Section 6 presents the discussion, section 7 presents 

the conclusion, and section 8 presents' references. 

2. Literature review 

There are several approaches for a single 

document text summarization in the literature. These 

techniques are categorized according to a variety of 

methods including semantic-based, statistical-based, 

machine-based, cluster-based, graph-based, and 

optimization-based methods [3-4]. 

Semantic analysis has a great deal to do with the 

meaning of words as well as the relations between 

terms, and phrases to construct the intended meanings 

of the text. Several semantic analytical methods may 

use to summarize documents, including lexical 

chains, and natural language processing strategies, 

such as latent analysis [5,6] have utilized users who 

used question keywords or topics to produce a 

summary of the original text. Sentences with the 

highest score are chosen as summary.  These methods 

trying to improve the text summarization quality by 

generating more informative and less redundant 

summaries, which is a difficult task because it has 

difficulties in utilizing high-quality semantic research 

methods. 

Statistical approaches are commonly used in 

summarizing texts. The concept of relevance score 

which depends on the extraction of a collection of 

attributes, is the deciding element that represents the 

importance of a statement, regardless of its context. 

In [7] the compilation of sentences relies on the 

retrieval of main phrases. The derived key-phrases 

are based on characteristics such as Term Frequency 

(TF), Inverse Document Frequency (IDF), Font 

Forms, and their appearance in the title from the 

paper. The key phrases selected will then be checked 

for their ability to reflect the meaning of the sentence. 

In [8-9] authors used other features to score the 

sentence including indicator phrases, uppercase 

words, sentence length, the similarity with the title, 

and sentence position in the document. For sentence 

ranking, a weighted linear combination of statistical 

characteristics is used in [10]. They also obtained the 

optimum weights using a genetic algorithm. These 

features are simple to incorporate and can be used to 

improve main sentence collection or to reduce 

duplication. The weak point of these features is their 

independence on the meaning of the text because they 

often rely just on statistical measurements. 

Machine learning and deep learning methods 

have been applied in the recent past to the task of 

summarizing text and have achieved a high rate of 

success. Models ranging from basic multi-layer 

networks [11] to complex architectures of the neural 

network [12] are suggested for text summary. 

Machine learning approaches are very efficient and 

successful in a single and multi-document description. 

However, a series of training documents (marked 

data) is required to train the classifier. Furthermore, 

Machine learning approaches outputs are influenced 

by the selected classifiers, attributes, and 

representation attributes which play an important role 

in their success. 

The Clustering process aims at grouping objects 

into classes drawing on the similarities.  When 

summarizing documents, the objects are the 

sentences, groups are clusters to which sentences 

belong. In this method, the description shall be drawn 

up by choosing a sentence or more from each cluster 

depending on the vicinity of the cluster centroid [13]. 

Clustering strategies are used to minimize data 

duplication by categorizing similar data, but the 

description produced may not be significant enough. 

This happens because the chosen sentences are 

primarily graded according to the proximity of the 

centroid cluster. These sentences are computed by 

distance calculation without paying any attention to 

the nature of the sentence or centroid document. 

Graph method in this model the nodes of the 

graph represent the sentences while the links/edges 

between the related nodes represent the similarity of 

the sentences. Therefore, a sentence is considered 

relevant if it is closely related to several other 

sentences [14]. LexRank [15] and TextRank [16] are 

two well-known graph-based rating schemes that are 

used in the graph-based approach. The use of graph-

based approaches has a positive influence on multi-

document analysis communities as it has the potential 

to identify different themes from unconnected sub-

graphs. However, the creation of sub-graphs, based 

on the calculation of statistical similarity, without 

paying any attention to the text meaning, which risks 

the production of a less-informative summary [17]. 

It was, therefore, important to find a way to get 

the best relative to previous methods, from the 

present-day strategies in this field that depend on the 

hypothesis of swarm insights, a few calculations have 

been connected in this region to get good results. For 

example in [18] the cuckoo search algorithm with 

sentiment score is applied for text summarization and 
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by the experiments it had good results. In [19] the 

author's used particle swarm optimization algorithm 

for text summarization for Hindi language and the 

result compared with other algorithms and had good 

result rather than a genetic algorithm and other 

algorithms. In [20] there are hybrid approach contains 

genetic algorithms and domain knowledge for Arabic 

text summarization from experiment get good results. 

So that in this paper bio-inspired swarm algorithms 

are applied for text summarization for English single 

documents. The results proved the quality of these 

algorithms in obtaining the solution because of its 

advantages. We designed an extractive model for text 

summarization based on chicken swarm optimization 

and genetic algorithm to achieve the quality of 

meaning and optimization and to solve the drawback 

of other algorithms such as quality and time 

consumption. 

We created an extractive model for 

summarization based on the quality of meaning and 

optimization. To ensure the quality of the meaning of 

the summary, we find the extent to which each 

sentence is related to the other in the document 

instead of extracting the sentence with the highest 

value, and then it is a turn to methods provide an 

optimization model for choosing the relevant 

sentences from each category to construct an optimal 

description.  

In the experiments, we use CNN / Daily Mail 

dataset to evaluate the proposed model. The results 

show that our model outperforms several strong 

comparisons models in quality of summary and speed 

to reach the solution  

The main contributions of this paper are as 

follows: 

• Simplicity, flexibility, robustness, and the 

ability to explore local solutions are among 

where to pick TSABC model proposed in the 

paper gives priority to get high quality of 

summary, but it takes a lot of time to reach a 

solution. 

• The TSCSO model proposed in the paper 

gives priority to reducing the time to reach 

the summary, particularly in large documents 

due to the properties of the chicken swarm 

optimization algorithm quick interpretation, 

simple process, and fast search, but one of the 

disadvantages may stuck in a local optimum 

by processing a single document. 

• The CSOGA show proposed in the paper the 

results proved that the issue of TSCSO may 

be stuck in a local optimum. The  genetic 

algorithm solve this issue through a 

crossover and mutation process and one of 

the points of interest the algorithm is high 

efficiency to get the highest quality of the 

summary in the quickest time. 

3. Pre-processing and selected features 

selection 

The pre-processing of the text is a required step 

because the consistency of the summaries generated 

is dependent on pre-processing and representation of 

specific text. There are four key tasks to be carried 

out in this stage: 

Sentence Segmentation is a natural-language 

processing task. It is used to locate each sentence in a 

separate line within the document. It also concerns 

the detection of the sentence boundary, which 

includes many notation marks that share the 

characteristic endpoints of sentences such as.",?" 

"and!." 

Tokenization separates the document input into 

single words. There are many notation marks used to 

discover the boundary of tokens such as the tab, white 

space, period, colon, semicolon, and comma, etc. 

Stop words removal is used to remove the words 

that do not affect text relevance.  

Words Stemming is the process by which each 

word returns to its root form. 

Many features are extracting from the document 

and the proposed algorithms applied these features 

for text summarization each feature plays an 

important role in the document summarization 

process.  

Title Feature (TF): A sentence containing any of 

the "Title" words is considered an important and 

topic-related sentence. TF can be calculated using Eq 

(1). 

 

 

𝑇𝐹(𝑆𝑖)

=
𝐶𝑜𝑢𝑛𝑡𝑊𝑜𝑟𝑑(𝑠𝑖) ∩ 𝐶𝑜𝑢𝑛𝑡𝑊𝑜𝑟𝑑(𝑇𝑖𝑡𝑙𝑒)

𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑇𝑖𝑡𝑙𝑒)
 

(1) 

 

Where CountWord() is a function used to count 

input sentence terms, of the input parameter such as 

the sentence in the document that is intersected with 

the Title words; CountLength() is a function that 

computes the length of the title based on the number 

of words enclosed. 

Sentence Length (SL): To prevent selecting 

sentences that are either too short or too long, a 

normalized division may solve the issue. Eq (2) 

shows such a normalization, where  Si refers to the 

ith sentence in the document consists of n words, Sj 

referring to the longest sentence in the document 

consists of m words, and CountLength() is a function 
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that computes the length of each input sentence based 

on the number of words found [21]. 

 

 𝑆𝐿(𝑆𝑖) =
𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑆(𝑖,𝑤∈{1,2,...,𝑛}))

𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑆(𝑗,𝑤∈{1,2,...,𝑚}))
 (2) 

 

Sentence Position (SP): The first sentence in the 

paragraph is a valuable sentence and a good candidate 

for addition to the summary. Eq (3) is used to 

calculate the SP feature, Where Si refers to the ith 

Sentence in the document wanted to extract its 

position score, and CountTotal( ) is a function that 

retrieves the total number of the sentences in the input 

parameter document d and CurrentPosition( ) is a 

function that retrieves the current order of sentence Si 

in document d [21].  

 

 𝑆𝐿(𝑆𝑖) =
𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑆(𝑖,𝑤∈{1,2,...,𝑛}))

𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑆(𝑗,𝑤∈{1,2,...,𝑚}))
 (3) 

 

Numerical Data (ND): A sentence that contains 

numerical data also contains essential details such as 

event date, money expenditure, percentage of 

damage, and so on. Eq (4) shows how to measure this 

function. 

 

 𝑁𝐷(𝑆𝑖) =
𝐶𝑜𝑢𝑛𝑡𝑁𝐷(𝑆𝑖)

𝐶𝑜𝑢𝑛𝑡𝐿𝑒𝑛𝑔𝑡ℎ(𝑊𝑜𝑟𝑑𝑠(𝑆𝑖))
 (4) 

 

Where CountND() is a method that measures the 

numbers of Numerical Details (ND) appearing in the 

document's ith sentence S in the document, and 

CountLength() is a function used to compute the 

sentence length of Si [23]. 

Thematic Words (TW): are a list of top n selected 

terms with the highest frequencies. To calculate the 

thematic words first, the frequencies of all terms in 

the document are computed. Then, a threshold is 

specified to assign terms that should be selected as 

thematic words. In this case, the top ten frequent-

terms max(TW) would be assigned as a threshold. To 

compute the ratio of  TW found in the ith sentence S 

in the document Eq. (5) is used where 

CountThematic() is a function used to compute the 

number of the thematic words found in sentence Si 

[22,24].  

 

 𝑇𝑊(𝑆𝑖) =
𝐶𝑜𝑢𝑛𝑡𝑇ℎ𝑒𝑚𝑎𝑡𝑖𝑐(𝑆𝑖)

𝑚𝑎𝑥(𝑇𝑊)
 (5) 

 

Final scoring for the sentence: The ranking of the 

sentence represents the term strength. Using Eq(6), 

the final score for each sentence is calculated using a 

linear combination of all previously derived 

attributes. 

 

 
𝑆𝑐𝑜𝑟𝑒(𝑆𝑖) = 𝑇𝐹(𝑆𝑖) + 𝑆𝐿(𝑆𝑖) + 𝑆𝑃(𝑆𝑖)

+ 𝑁𝐷(𝑆𝑖) + 𝑇𝑊(𝑆𝑖) 
(6) 

 

4. The proposed algorithms 

The proposed algorithms use the optimization 

algorithms principle to determine the best 

combination of sentences for a description based on 

the coherence of phrases and the insightful ranking. 

The goal is to collect extremely informative 

performance sentences with good coherence,  

Where the informative performance can be 

calculated using the weight of the function and the 

similarity can be used to calculate the cohesion of the 

sentence. The Popular parameters are listed below 

between the three proposed optimization algorithms. 

4.1 The initial population 

Is chosen at random where the population is a set 

of a positive integer representing the sum of the 

original text message. The group (row) is shown as 

(Se1,1, Se1,2, Se1,3...Se1,m). Each category represents a 

review of the nominees. The group-length is the 

summary-length equivalent. One summary sentence 

is the group element. 

4.2 Evaluate the fitness 

The object of the fitness function is to optimize 

the mean similarity between sentences with a higher 

insightful score, so it can be written using Eq (7). The 

matrix displays the connection between the sentences 

of the text. 

 

 

𝑆𝑖𝑚(𝑠𝑗, 𝑠𝑘)

=
∑ (𝑤𝑖, 𝑗)(𝑤𝑖, 𝑘)𝑡

𝑖=1

√∑ 𝑤(𝑖, 𝑗)2𝑡
𝑖=1 √∑ 𝑤(𝑖, 𝑘)2𝑡

𝑖=1

 (7) 

 

Where the cosine relation Sim(sj,sk) is both 

sentence j and sentence k, (wi,j)is the weight of the 

term I in the jth paragraph, and t is the number of 

terms in the sentence [25]. 

Through Eq (8) can calculate the final score of 

sentences. 

 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛

= ∑  

𝑛

𝑖=1

∑ 𝑆𝑐𝑜𝑟𝑒(𝑆𝑖)𝑆𝑖𝑚(𝑠𝑗, 𝑠𝑘)

𝑛

𝑗=𝑖+1

 
(8) 
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4.3 criteria to Quite 

The operations are replicated, as seen in the 

overview extraction algorithms before the full 

number of iterations is reached. This chooses the 

agent (rank) with the maximum value as the number 

extracted from the final community. 

4.4 Text Summarization based on Artificial Bee 

Colony Algorithm (TSABC) 

Simplicity, flexibility, robustness, and the ability 

to explore local solutions are among were to pick this 

algorithm. The colony is composed of three classes 

of bees in the Artificial Bee Algorithm model: 

working bees, spectators, and scouts. Scouts conduct 

spontaneous searches, working on bees to gather food 

previously discovered, and audiences observe the 

movements of the bees and pick food sources 

depending on the movement. Bee-to-bee contact is 

dance-based. The number of food sources within the 

popular 

tion reflects several solutions. The origin of the 

food source is a potential solution to the problem of 

optimization, and the quantity of nectar in the food 

source is correlated with the solution's consistency 

(fitness) [27]. 

Initialization Phase: The definition below may be 

used for initialization 

 

 𝑋𝑚𝑖 = l𝑖 + 𝑟𝑎𝑛𝑑(0,1)(𝑢𝑖 − l𝑖) (9) 

 

Where l𝑖  and  𝑢𝑖 , are the lower and upper limit of 

𝑡ℎ𝑒 𝑋𝑚𝑖 function respectively. 

Employed bees phase: look for new sources of 

food that have more nectar in their memory within the 

food source neighborhood. They find a source of food 

for their neighbors. For this step, the description 

below may be used. 

 

 v𝑚𝑖 = 𝑥𝑚𝑖 + 𝜙𝑚𝑖(𝑥𝑚𝑖 − 𝑥𝑘𝑖) (10) 

 

Where 𝑥𝑘𝑖 is a source of food chosen at random. 𝜙mi 

is the random number within the [−a, a] range. If the 

latest food supply has been developed the health is 

determined. 

Onlooker Bees Phase: The probability value pm 

selected by an onlooker bee can be determined using 

the description below 

 

 𝑃𝑚 =
𝑓𝑖𝑡𝑚(x𝑚)

∑ 𝑓𝑖𝑡𝑚(x𝑚)𝑠𝑛
𝑚=1

 (11) 

 

Using Eq (9) a neighborhood source is 

determined and its fitness value is evaluated after a  

 

 

probabilistic collection of the food supply for an 

onlooker hive. As with the bees working in the 

process, there is a gripping competition between them. 

Therefore more spectators are drawn to richer sources 

and there is positive feedback activity. 

When applying Algorithm 1 on any document the 

same preprocessing and feature selection will apply 

when running the algorithm three-stage working like 

employed in this stage the algorithm begins to 

generate new solution meaning find sentences after 

that calculate the fitness of it and comparison it with 

the sentence in initial population and choose the high 

score, onlooker in this stage by using the Eq (11) find 

the probability of each solution and calculate the 

Algorithm 1: TSABC 
Document : D, 
Size of the population: M, 
Number of iteration: N, 

Number of food sources: M/2, 

Limitation Number: limit 

Summary   

Data: 

 

 

 

 

Result: 

1 : Pre-processing on D; 

2:Eq (1-6) are applied to get list of weighted sentences;                                                                                                                                              
3 : Generate sentences indexes as feasible solutions   

(Initialization)             

randomly as  P = {xi} ,i= 1,......,n ;      
4 : Keep them in the population Pop; 
5 : Calculate fitness F for each sentence in pop  using Eq 

(8);        
6 : for t = 1 to N do  

7 :       for i = 1 to M/2 do           (Employed bee stage) 

8:         Generate indexes of new sentences as new                                                         

solution vi use Eq (10);                                       
then(t)) i(t+1)) ≥  fit(xifit(v if9 :                
(t+1)iv←  (t+1)ix                 10 :  

11 :            else 
(t)ix←   (t+1)i12 :                  x 

13 :      Using equation(11) calculate the probability 

values pi for Xi solutions;              
14 :    for i = 1 to M/2 do             (Onlooker bee stage) 

theni r < p if15 :          
16:              Generate new sentences indexes as              

using Eq (10);  inew solution v                     
then(t)) i(t+1)) ≥  fit(xifit(v if17:               
(t+1)iv←  (t+1)ix                    18 :  

19 :             else 
(t)ix←   (t+1)i20 :                     x 

21 :    if limit is reached then             (Scout bee stage) 
22 :         Reinitialize the population; 

} ,i= 1,......,MiP = {x23 :     Evaluate population  
           using  Eq (8);            

24 :     Remember the so far strongest solution;         
25 : endfor      

26 : return best solution       
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fitness after that comparing result and save the best 

solution, and scout until to obtain the best summary. 

Text Summarization based on chicken Swarm 

Optimization Algorithm (TSCSO) 

design of the speed reducer can be effectively solved 

by CSO, which induces a promising prospect of 

further study from CSO. One of the reasons why CSO 

performs so promisingly is that CSO inherits major 

benefits from other algorithms [29]. Various 

chickens' movements may be beneficial to 

discovering the algorithm equilibrium to reach a good 

balance between randomness and resolution. The 

chicken swarm is split into groups and each group has 

the main rooster, a few hens, and chicks. Within 

society, the mother-to-child bond and friendship will 

remain unchanged. Just refresh a few (G) days. 

Chicken pursues their group mates' rooster to collect 

food to deter them from consuming their meals.  

Chickens Roosters' action has a preference for 

consuming food with better fitness values than those 

with poor fitness values. This can be spelled out 

below. 

 

 x𝑖,𝑗
𝑡+1 = x𝑖,𝑗

𝑡 (1 + 𝑟𝑎𝑛𝑑(0, 𝜎2)) (12) 

   

 

𝜎2

= {

1      , 𝑖𝑓 𝑓𝑖 ≤ 𝑓𝑘  𝑘 ∈  [1, 𝑁], 𝑘 ≠ 𝑖

𝑒𝑥𝑝 (
𝑓𝑘 − 𝑓𝑖

|𝑓𝑖| − 𝜀
) , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  
(13) 

 

Where Rand (0,  𝜎2 ) Is an average Gaussian 

distribution of 0 and  𝜎2 .  𝜀 , this is the smallest 

constant computer which is used to avoid zero 

division error,  𝑘  the rooster index, the fitness 

assessment of the corresponding 𝑥  is randomly 

selected from the rooster group f. The more dominant 

hens, when competing for food, would have an 

advantage over the more submissive ones. 

These phenomena can be mathematically formulated 

as follows. 

 

 

𝑥𝑖,𝑗
𝑡+1 = 𝑥𝑖,𝑗

𝑡 + 𝑆1(𝑅𝑎𝑛𝑑(𝑥𝑟1,𝑗
𝑡 − 𝑥𝑖,𝑗

𝑡 ))

+ 𝑆2(𝑅𝑎𝑛𝑑(𝑥𝑟2,𝑗
𝑡

− 𝑥𝑖,𝑗
𝑡 )) 

(14) 

   

 𝑆1 = exp (
𝑓𝑖 − 𝑓𝑟1

|𝑓𝑖| − 𝜀
)           (15) 

   

 𝑆2 = exp(𝑓𝑟2 − 𝑓𝑖)          (16) 

 

Where Rand is a uniform random choice over [0, 1]. 

r1 [1, .., N] is the rooster index, which would be the 

team-mate of the ith hen, whereas r2 [1, .., N] is the 

 

 
Algorithm 2: TSCSO 

Document : D, 
Size of the population : P, 
MaxGeneration: MG 

Number of groups: G 

Summary   

Data: 

 

 
 

Result: 
1: Pre-processing on D; 
2: Using eq (1-6) are applied to get a list of weighted 

sentences;      
3 : Generate sentences indexes as feasible       

 solutions randomly as  P = {xi} ,i= 1,......,n ;      
4: Keep them in the population Pop; 
5: Calculate fitness F for sentences in pop  by eq (8);        
6 : While (t < MG) do 

7 :            if (t % G == 0) 

8:                 Rank each sentence in pop according  

                     a score of the sentence;  
9:                 Establishes hierarchical order A, B, C; 

10:               Divide the pop into different groups, the 

relationship is determined;                       
11:          end   

12 :          for i = 1 to P do 

13 :              if i == A then 
14:                   Update sentence index and its score 
                          using eq (12); 

15 :              if i == B then  

16:                    Update sentence index and its score 

                           using eq (14); 

15 :              if i == c then  

16:                    Update sentence index and its score 

                           using eq (17); 

17:              endif 

18:           Evaluate the current best score  

19:           if current score ≥ global score then 

20:                 global score ← current score   

21: end   
 

chicken index (rooster or hen), randomly selected 

from the swarm. r1, r2. 

The chicks move around to feed their mother forage. 

This is written out below. 

 

 𝑥𝑖,𝑗
𝑡+1 = 𝑥𝑖,𝑗

𝑡 + 𝐹𝐿(𝑥𝑚,𝑗
𝑡 − 𝑥𝑖,𝑗

𝑡 )            (17) 

 

By applying Algorithm 2 on any document. Firstly 

some pre-processing applied to the document like 

sentence segmentation, tokenization, stop-words 

removal, and word stemming. Second step using Eq 

(1), Eq (2), Eq (3), Eq (4), Eq (5), and Eq (7) to 

prepare these features for use later. The third step 

initializes random solutions from sentences and runs 

the algorithm, establishes a hierarchical order that is 

the behavior of the algorithm, and will update this 

hierarchy after a specific iteration. The algorithm 

runs until to obtain the best summary
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4.5 Text Summarization based on hybrid 

Algorithm (CSOGA) 

The CSO has advantages such as quick 

interpretation, simple process, and fast search. 

However, to solve a large complex problem, CSO 

may be stuck in a local optimum. This deficiency 

must be resolved to maximize the practicality of the 

CSO. GA has advantages such as low control 

parameters and high efficiency, but it also has some 

flaws, such as slow convergence speed and low text 

summary accuracy. In CSO, high randomness of 

roosters, hens, and chicks movements lets the quest 

process hop rapidly from one area to another. The 

global search functionality of the algorithm is 

therefore very high. However, considering the high 

randomness of the gestures, the algorithm initiates a 

blind search procedure, the search efficiency is 

dramatically reduced close to the optimal solution. To 

boost the efficiency of the CSO, GA is implemented 

in the CSO upgrade process. A CSOGA hybrid 

algorithm is therefore being developed. CSOGA first 

uses the movement of roosters, hens, and chicks in 

the search space to search, and then uses the CSO 

update mode location to accelerate the convergence 

of swarms to the maximal solution. At the same time, 

the random exclusion process of GA will successfully 

avoid local optimization through crossover and 

mutation process, thereby improving the efficiency of 

the search for an optimal solution. Fig. 1 explained 

the main step of the algorithm.  

There are many phases in the hybrid approach 

CSOGA: 

Phase 1. The parameter is set, the population is 

initialized. The parameters Document: D, Size of the 

population: P, t: iteration, MaxGeneration: MG, 

Swarm group: G, Rate of crossover:  C, and Rate of 

mutation: M are set .population is initialized 

randomly. 

Phase 2. The initial population of sentences 

indexes fitness value is measured using the objective 

function and assign the weight for each sentence. 

Phase 3. The chicken swarm algorithm is 

initiated. The position of the individuals (roosters, 

hens, and chicks) represent sentence indexes are 

updated by using Eq (12) for rooster, Eq(14) for hen, 

and Eq(17) for chicks, and a new individual of the 

sentence is produced. If the iteration mod swarm 

group equal 0 will rank each sentence after that the 

fitness values of the new solution (summary) and old 

individuals are compared; if the summary is better 

continue else go to phase 4. 

In this phase as the proposed algorithm of TSCSO, 

although the algorithm gives priority to reducing the 

time to reach the summary, one of the disadvantages 

may be stuck in a local optimum by processing a 

single document. As shown in Fig.7 and Fig.8 this 

represents a problem that must be solved to ensure 

that the optimal solution is obtained. We block the 

algorithm from stuck in a local optimum as shown in 

phase 4. 

Phase 4. Genetic algorithm [26] is initiated and 

uses algorithm [26] crossover through select two 

summary S1, S2 randomly from Pop. The second step 

Generate S3 and S4 by one-point crossover to S1 and 

S2. Then Keep S3 and S4 in the new population 

pop1 .after that apply the process of mutation through 

select a summary Sj from Pop1. Mutate each bit of Sj 

under the rate M and generate a new summary Sj ′. 

And so we made sure the algorithm may be stuck in 

local optimum the process of crossover and mutation 

will block the algorithm from the stuck. Also, the 

algorithm is efficient in obtaining quality results for 

the summary 

Phase 5. Global and individual optimal values are 

modified. The best locations of all the individuals and 

entire populations are modified. 

Phase 6. If iteration equals max generation then 

the algorithm is satisfactory, then the optimal 

summary is generated, and the algorithm is 

terminated; otherwise, Step 3 is performed. 

5. Experimental results dataset 

Figure. 1 Flowchart of CSOGA 
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CNN/Daily Mail dataset is the most widely used 

developed by Nallapati [30]. The dataset includes 

online news articles (average 781 tokens) coupled 

with multi-sentence summaries (an average of 

3.75isentences or 56 tokens). The controlled version 

containsi287,226 training pairs, testing pairs 13,368, 

and check pairs 11,490. Models are verified with full-

lengthiF1-scores of ROUGE-1, ROUGE-2, and 

ROUGE-L. In the field of text summarization, there 

are many algorithms applied, such as algorithms in 

Table 2, and used this dataset in this paper used this 

dataset and applied it to the proposed algorithms. 

 

Metric evaluation: 

We're using ROUGE as our assessment metric. 

ROUGE checks the accuracy of the summary by 

computing the same lexical units, such as unigram, 

bigram, trigram, and the longest general sequence 

(LCS). The summary evaluation has become 

common. Following the previous work, ROUGE-1 

(unigram), ROUGE2 (bigram), and ROUGE-L 

(LCS) are used as evaluation criteria in the analysis 

findings referred. 

Experiments are done on the metaheuristic 

algorithms (TSCSO), (TSABC), and hybrid 

algorithm (CSOGA) using different sizes (the 

number of sentences) of the documents. Each 

algorithm run and each run contains many iterations 

and to find the best population size in each algorithm. 

Figure. 2 Scoring of the different population size of 

TSAB 

Figure. 3 Scoring of the different population size of 

TSCSO 

 
Figure. 4 Scoring of the different population size of 

CSOGA 

 

Fig. 2, 3, and 4 showed that for all proposed 

algorithms the best population size. We will select 

according to the best fitness score assigned. In the 

first algorithm, it is clear that the TSABC algorithm 

with a population size equals to 40 gives the best 

solution and reaches the solution faster than other 

population sizes. In the second experiment of 

different population sizes of the TSCSO algorithm as 

shown in Fig. 3, the results showed that with a 

population size of 40 the algorithm needs only 20 

iterations to reaches the best score. Third approach as 

shown in Fig. 4. Each population size will increase 

the fitness score in each iteration until reaches the 

maximum solution but from notice when increase the 

population size performs well in the first iterations. 

Table 1 contains the result of the experiments, 

there are three types of documents (small, medium, 

large) the best, worst, average, and standard deviation 

value of each algorithm. In Fig. 8 represent the 

average score of fitness the result in small document 

TSABC is the best and other sizes TSCSO assign the 

good value in medium and large size comparing to 

TSABC and CSOAG is the best of them. 

 
Table 1 Scoring of fitness of each algorithm in 

various size of document 

Doc. Method Best Worst Avg. 
Std. 

dev. 

DOC1 

TSABC 
TSCSO 

CSOGA 

273.5 
270.34 

274.33 

190.4 
192.0 

194.88 

262.7 
265.3 

270.8 

6.56 
31.34 

21.35 

DOC2 

TSABC 
TSCSO 

CSOGA 

380.8 

383.8 

430.1 

276.2 

180.5 

253.6 

371.1 

365.0 

380.3 

33.98 

7.47 

24.42 

DOC3 

TSABC 
TSCSO 

CSOGA 

530.9 

569.8 

575.31 

395.6 

531.8 

356.21 

548.1 

544.6 

556.8 

42.67 

13.69 

24.84 
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Figure. 7 Scoring of algorithms on large size 

document 

 

The proposed algorithms are applied on small 

size document as shown in Fig.5 and the results show 

that the convergence to reach the high score for the 

TSCSO algorithm but TSABC and CSOGA 

algorithms need more iteration to settle on the 

optimum solution. As shown in Fig.9 the time 

consumption of each algorithm in the experiment on  

small documents The TSCSO need less time to 

generate the summary but CSOGA need more time 

but the quality of summary higher than other 

algorithms as shown in Table 2. In the experiment of 

the medium document as shown in Fig.6, we noticed 

that TSCSO needs less iteration to reach the solution. 

On the other side the other two algorithms need more 

iterations but the result better than TSCSO. The 

algorithms applied on large document the results 

showed that TSCSO better than TSABC and the 

CSOGA is the best. Also as shown in Fig.9 the time 

consumption of CSOGA need more time in all 

document and TSCSO needs less time. 

 

 
Figure. 8 The average score of each algorithm applied to 

different documents 

 

 
Figure. 9 The time complexity of proposed algorithms 

 
Table 2. ROUGE results for comparison CSOGA and 

systems are taken from the authors’ respective papers. 

ROU

GE-l 

ROU

GE-2 

ROU

GE-1 

Models 

36.57 17.70 40.34 LEAD-3       

48.87 31.24 52.59 ORACLE 

Abstractive 

33.42 15.66  36.44  PTGEN              2018  [30] 

36.38 17.28  39.53  PTGEN+COV   2018  [31] 

36.90 15.82  39.87  DRM                  2018  [32] 

38.34  18.68  41.22  BOTTOMUP     2019  [33] 

37.92 19.47  41.69  DCA                   2019  [34] 

Extractive 

36.60 18.20  40.00  REFRESH         2018  [35] 

37.54 18.77  41.05  LATENT          2018  [35] 

37.98 19.01  41.59  NEUSUM         2018  [36] 

37.20 18.40  41.00  SUMO              2019  [37] 

38.13 18.93  41.85  LSTM+PN         2017  [38] 

37.60 18.90  42.30  HER w Policy   2017  [39] 

41.30 21.17 44.20 Hybrid (CSOGA)  

40.51 20.21 43.33 TSCSO 

37.60 18.77 41.26 TSABC 

 

We compare our models with the following state-

of-the-art. Automatically, we tested the 

summarization efficiency using ROUGE. We're 

reporting unigram and bigram overlap (ROUGE-1 

and ROUGE-2) as a means of assessing information 

quality and the longest common subsequence 

(ROUGE-L) as a method of evaluating fluency. 

Table 2 summarises the results of our study on the 

dataset of CNN / DailyMail. The first block of the 

table contains the effects of the extractive ORACLE 

The system is an upper bound. Also, LEAD- 

 

Figure. 5 Scoring of algorithms on small 

size document 

Figure. 6 Scoring of algorithms on 

medium size document 
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Figure. 10 Comparison between the proposed algorithms 

and other algorithms as shown in table 2. 

 

3ibaseline selects only the first three sentences in the 

document. 

The second part includes state-of-the-art neural 

network and statistical methods based extractive 

models, i.e., PGN, DCA, PTGEN, and BOTTOMUP 

models 

The pointer generator network (PTGEN) enables 

it to operate copy words from the source text and 

cover mechanism that keeps track of terms that have 

been summed up. 

Also Model (DRM) for abstract summarization 

that deals with the problem of coverage of the intra-

attention mechanism where the decoder is present 

over previously generated terms. 

Follow method (BOTTOMUP) the content 

selector first decides which phrases in the source 

material can be part of the description, and the copy 

function is then added to the pre-selected text. 

Phrases during the encoding process. 

In the third part, we report the state-of-the-art 

extractive models i.e., LATENT, NEUSUM, and 

HER w Policy. 

REFRESH is a system based on learning 

reinforcement 

Trained by refining the ROUGE metric 

worldwide. Recent thesis achieves better efficiency 

more advanced model systems.  

LATENT presents extractive summarization as a 

latent factor inference problem instead of optimizing 

the probability of "gold" norm marks, their latent 

model explicitly maximizes the probability of human 

summarization sentences selected.  

SUMO capitalizes on the notion of structured 

attention to induce the interpretation of a document 

in a multi-root dependency tree while predicting the 

output summary. 

NEUSUM scores and collectively selects 

sentences and represents the state-of-the-art of 

extractive summarization. 

The hybrid algorithm (CSOGA) achieves 21.17 

and (TSCSO) algorithm score 20.21 ROUGE-2 F1 

score on CNN/Dailymail dataset. Compared to 

extractive and abstractive models. The result showed 

that the two algorithms perform better than others. In 

terms of ROUGE2 F1, (CSOGA) and (TSCSO) 

outperforms the strong baseline LEAD3 by 3.47 and 

2.51 points. Compared to the state-of-the-art 

extractive models significantly better in terms of 

ROUGE-1, ROUGE2, and ROUGE-L F1 scores. 

The F-measure indicates a summarizer's 

performance. The better the summarizer's 

performance is the closer that value to one. While the 

results were obtained, several points should be noted 

that the CSOGA algorithm achieved the best f-

measure but need much time to reach the best score. 

According to the results, it is clear that the TSCSO 

algorithm is faster to reach a solution and has more 

stability. 

6. Discussion 

summarization. Two of these algorithms are 

based on swarm theory and the other is new. The 

results from the experiments conducted on the 

database indicated that these algorithms provided 

very successful outcomes compared to other 

algorithms. When looking at the results in Table 2 

comparing these proposed algorithms with each other, 

and state-of-art algorithms. The results showed that 

the proposed method CSOGA was capable of 

generating a better accuracy than other algorithms on 

the ROUGE-1, ROUGE-2, and ROUGE-l. The 

highest accuracy increase of the proposed method 

was in ROUGE-1 with a rise of 4.4%, ROUGE-2 

with a rise of 12.01% followed by a 9.8% for 

ROUGE-l comparing with the highest accuracy in 

extractive models. In addition to increasing accuracy 

by 10.50%, 16.3%, and 12.8% compared with the 

lowest accuracy in extractive models. The result of 

TSCSO increased by 2.4%, 6.9%, and 7.7% 

comparing with the highest accuracy in extractive 

models. In addition to increasing accuracy by 8.3%, 

11%, and 10.6% compared with the lowest accuracy 

in extractive models. One of the drawbacks of the 

TSCSO algorithm may be stuck in a local optimum 

as shown in Fig.6 the algorithm reaches the solution 

and stay on it from iteration 27. Therefore, there had 

to be a solution to this problem, and this is through 

the CSOGA algorithm by genetic algorithm solve this 

issue through a crossover and mutation process and 

one of the points of interest the algorithm is high 

efficiency to get the highest quality of the summary 

in the quickest time.  When comparing CSOGA with 

TSCSO we find that the accuracy of CSOGA 

increased by 2%, 4.7%, and 1.9%. The results proved 

that efficiency of genetic algorithm efficiency to 
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escape from the local optimum and achieve a good 

result. The result of TSABC showed some strengths 

and some weaknesses according to strengths increase 

the accuracy by 0.6%, 2%, and 1% when comparing 

with one of the extractive models but most of the 

achieve score higher than it. One of the weaknesses 

of time consumption if shown in Fig.9 it consumes 

not little time for good accuracy, but it is not optimal. 

To solve this problem, a fast algorithm had to be used 

like the TSCSO model proposed in the paper gives 

priority to reducing the time to reach the summary, 

particularly in large documents due to the properties 

of the chicken swarm optimization algorithm quick 

interpretation, simple process, and fast search. When 

comparing the two algorithms we find that TSCSO is 

more accurate than TSABC by 5%, 7.6%, and 7.7%. 

And when solving a problem of TSCSO through 

CSOGA we find that CSOGA is more accurate than 

TSABC by 7.1%, 12.7%, and 9.8%. According to 

time complexity, we noticed in Fig.9 the faster 

algorism in convergence to reach the solution is 

TSCSO in all experiments, TSBAC in the second 

position but CSOGA in the third position because of 

the process of cross over and mutation of genetic 

algorithm take much time but high quality. The 

comparison is done on the CNN / Daily Mail dataset 

to evaluate the algorithms. The proposed are 

implemented and compared with state-of-the-art text 

summarization algorithms. The optimization 

algorithms showed that the fast to reach the best 

solution and its ability and performance in text 

summarization. 

7. Conclusion 

This paper presents the hybrid optimization 

algorithm CSOGA for text summarization, which is 

based on the chicken swarm algorithm, and the 

genetic algorithm. 

The highest accuracy increase of the proposed 

method was in ROUGE-1 with a rise of 4.4%, 

ROUGE-2 with a rise of 12.01% followed by a 9.8% 

for ROUGE-l comparing with the highest accuracy in 

extractive models. 

The chicken swarm algorithm is chosen due to 

quick interpretation, simple process, and fast search 

and the result of TSCSO increased by 2.4%, 6.9%, 

and 7.7% compared with the highest accuracy in 

extractive models. Also, to increase accuracy by 

8.3%, 11%, and 10.6% compared with the lowest 

accuracy in extractive models but may be stuck in a 

local optimum so genetic algorithm solved this 

problem. We validated the proposed approach on the 

popular summarization dataset and observed 

consistent improvement over baseline models. The 

CSOGA algorithm achieved the best f-measure but 

need much time to reach the best score. According to 

the results, it is clear that the TSCSO algorithm is 

faster to reach a solution and has more stability. For 

future work, study new ways to improve stability and 

speed of the proposed hybrid optimization algorithm, 

also, other swarm algorithms can be explored to try 

to make other more powerful hybrid algorithms for 

text summarization. 
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