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Abstract: Hand gesture detection and recognition is a way to communicate between deaf-mute person and rest of 

society. In this study, the static sign and the dynamic sign recognition system based on hand gesture is presented. The 

dynamic sign gesture is more challenging than static sign gesture which contains the movement. The vision based sign 

language recognition using hand gesture consists of the following main steps: acquisition the sign data, detection the 

hand region, extraction the features and recognition. The data acquisition stage, the data acquired by using web camera 

without using any data gloves and special markers. In hand region detection process, this study proposed hybrid hand 

region detection process by combining CbCr channel from YCbCr colour space and motion detection by using mean 

filter background subtraction to definitely segment the hand region from the background. In hand feature extraction, 

the scale, shape, texture and orientation features extracted by using GIST (Generalized Search Tree), HOG (histogram 

of gradient) and HOG-LBP (Local Binary Pattern) methods. Finally, Quadratic Support Vector Machine (QSVM), 

Cubic Support Vector Machine (CSVM) and Linear Discriminant recognized the static and dynamic hand gesture. The 

recognition accuracy achieved 86.7% and 99.22 % acceptable accuracy on self-construct dynamic Myanmar sign word 

dataset and MUDB dataset. 

Keywords: Hand region detection, CbCr channel, Motion detection, Generalized search tree, Histogram of gradient 

and hand gesture recognition. 

 

 

1. Introduction 

The sign language-based hand gestures are used 

as important characteristics in several applications. 

The detection and recognition of gestures are applied 

in sign language recognition; remote control access; 

smart home system control; robot control and many 

others. The sign language recognition processes are 

mainly of two types namely vision based and sensor 

based.   Sensor based captures the gestures by using 

instrumented gloves equipped and attempt to 

recognize using suitable machine learning methods 

and image-based sign language recognition does not 

require any extra devices [1]. The human-machine 

interaction interface (HMI) has become a popular 

area of research that employs the concept of gesture 

detection and recognition. This has become major 

trend due to the role of hand gestures in electronic 

device [2]. The two processes of hand gesture are 

static based hand gesture and dynamic based hand 

gesture. The static gestures contain single image and 

not contain movement. The dynamic gestures present 

the gesture with the sequence of images or video and 

contain the movement when performing the gesture 

[3]. 

The proposed system for dynamic Myanmar Sign 

words recognition system that could of significant 

help to persona of hearing impaired. The different 

countries and regions have their own sign language. 

The sign language (SL) is not universal sign language. 

The sign language recognition helps the social and 

communication gap between deaf-mute person and 

rest of people. In sign language, we have generally 

three basic components: fingerspelling, word level 

sign and non-manual sign. The first  
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Figure. 1 Structure of Myanmar sign language 

 

component is fingerspelling which is used to 

communicate with disable people of hearing and 

speaking, the second component is word level sign 

vocabulary which is used to describes the sign word 

meaning in the sign language; and the last component 

is non-manual sign communication that describes the 

meaning of signs such as movement of head, body, 

facial expression, eyebrows, eyelid and mouth.  

Myanmar fingerspelling is prevalent as the basic 

language for deaf signer and hearing-impaired people. 

The second component is commonly used by 

combining facial expression for deaf-signer, where 

the word level dynamic Myanmar signs are used for 

word recognition. Myanmar has four schools for deaf 

learners: (1) Mary Chapman School for the Deaf in 

Yangon; (2) School for the Deaf, Mandalay (3) 

School for the Deaf, Tamwe, Yangon and (4) 

Immanuel School for the Deaf in Kalay. The structure 

of Myanmar sign language is shown in Fig. 1 which 

depicts the manual sign, non-manual sign using hand 

and other movements.  Different Myanmar sign 

language is used in different schools of Myanmar 

based on various regions of the nation. The 

government project was planned to implement the 

national sign language with the aid of the Japanese 

federation of the deaf [4] and work is in study and 

planning stages. The current literature suggests that 

the research on Myanmar sign language is very 

limited and could not be found much. 

The aims of this paper through our work are as 

follows: 

• to extract the hand region with face and hand 

overlap condition when performing the gesture. 

• to analysis the suitable feature descriptor and 

classifier for hand gesture recognition. 

• to help the communication gap between deaf 

mute person and other persons. 

The major contribution of this paper is to find the 

most appropriate features descriptor and classifier for 

static and dynamic hand gesture recognition system. 

This section is an introduction of the dynamic 

Myanmar sign word recognition system and the 

remaining parts of the paper are described 

subsequently. The literature of current work in the 

relevant areas is described in section 2. The 

methodology of static and dynamic sign based hand 

gesture recognition and the performance evaluation 

of the method are described in section 3 and section 

4. In last section, the conclusions are reported. 

2. Related work 

Hand gesture detection and recognition play an 

important role in the development of Human-

Computer Interaction (HCI) system. We have studied 

a number of research papers for various applications, 

especially for sign language analysis and biometrics. 

The following section describes a brief discussion 

about the literature on visual based hand region 

detection and gesture recognition system. 

Sahoo et al. (2018) proposed gesture recognition 

system based on hand which employed American 

sign characters implemented for American sign 

language (ASL) recognition by using discrete 

wavelet transform (DWT) for feature extraction and 

F-ratio (Fisher) method for selection of the best DWT 

coefficient among all coefficients. The recognition 

accuracy was achieved 98.64%, 95.42% and 98.08% 

while tested on Massey University Dataset (MUDB), 

Jochen_Triesch Dataset (JTD) Dataset and Complex 

Dataset respectively. The main issue in this paper was 

misclassification when the rotation noise above 15 

degrees [5]. Rahim et al. (2019) implemented 

recognition of dynamic sign words convolutional 

neural network (CNN) which was tested on self-

constructed dataset. The authors also studied and 

presented hybrid hand region segmentation on two 

colour model such as YCbCr and HSV. The 

recognition accuracy of this work was achieved as 

97.28% [6]. Bao and partners studied a hand gesture 

recognition using CNN and without any help of 

localization method for tiny hand which is generally 

used in any deep learning methods. The main 

challenges of this work include slow response in 

recognition process that is slower speed the overall 

computation time become very large. Another issue 

which was reported in this work was performance 

degradation of the system when subjected to the 

complex background [7].  Lee et al. (2018) proposed 

recognition of the static hand gestures with the use of 

wristband-based contour features (WBCFs) for 

complex static hand gestures recognition. The 

accuracy in the recognition process was noted as 

99.31% while tested on 29 Turkish fingerspelling 

Non-Manual Sign 
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signs. The main disadvantage of the work was 

detection of the wristband when the background 

colour is similar to the black colour because the black 

shadows were observed while performing the hand 

gesture recognition [8]. Alejo et al (2019) 

implemented dynamic gesture recognition employing 

(HSV and CIELab) model-based hybrid 

segmentation for detection of hand gestures. The 

authors suggested and implemented PCA (principal 

component analysis) method for the feature 

extraction; the classification of the features was done 

by KNN (k-nearest neighbor) classifier. The 

recognition accuracy was found as 94.74% while 

tested on self-constructed dataset [9].  Lahiani et al 

(2018) [10] implemented static hand gesture 

recognition system by using hybrid method as 

combination of local binary pattern (LBP) and 

histogram oriented gradients (HOG) as feature 

extraction methods. The recognition accuracy was 

achieved 92 % while tested on enhanced NUS hand 

pose dataset I. This combination as HOG-LBP 

feature extraction method was used and it was 

compared with the original LBP feature extraction 

method and HOG feature extraction method. But, this 

combination was found more time consuming than 

other two methods. Moni et al., 2009 implemented 

the continuous sequence of sign gesture using Hidden 

Markov Models (HMM) [11]. Tubaiz et al [12] 

implemented Arabic sign language recognition 

system by wearing glove and using modified K-

nearest neighbour method. The recognition accuracy 

was achieved as 98.9% tested on own constructed 

dataset.  Zheng et al., 2018 [13] presented a static 

gesture recognition based on hand by employing a 

CbCr colour space based Gaussian mixture model 

and deep convolution neural network (DCNN). In the 

pre-processing stage of this work, three main steps 

were used such as colour adjusting, extraction the 

region of hand gesture area. Finally, the 

reconstruction of hand gesture area was done and the 

feature extraction and gesture recognition were 

performed by using self-constructed deep 

convolutional neural network on NUS dataset and 

own created dataset. The recognition accuracy was 

found as 99% while tested on both two datasets.  

In state of art research methods, the YCbCr 

colour space model is generally used for the detection 

of human skin colour segmentation and pre-

processing of hand region detection. The threshold 

values of YCbCr colour space are not fixed because 

of different skin colours; lighting conditions; and 

input device shadow effects. The different threshold 

values of YCbCr colour space were considered in the 

literature [14-16]. Thakur et al. (2011) proposed skin 

colour model as combination of three colour spaces 

such as RGB, HSV and YCbCr called 

RGB_HS_CbCr [17]. In the literature, the other 

colour space model was used to detect the human skin 

colour. Dariusz et al (2015) suggested CMYK colour 

space model for human skin colour detection [18]. 

Reshan et al. 2017 [19] presented Indian sign 

language recognition using YCbCr colour channel in 

segmentation of the hand region in the pre-processing 

stage. The YCbCr colour channel is efficient for the 

recognition of image pixels in colour image. Tang 

and partners (2019) [20] implemented dynamic hand 

gesture recognition system which was based on key 

frame extraction and fusion of features. The system 

is experimented on the four different datasets: Hand 

Gesture Dataset and Action 3D dataset Cambridge 

Hand Gesture Dataset and Northwestern Dataset. The 

recognition accuracy was found 99.21% 98.98 % 

98.23% and 96.89%, for the four datasets 

respectively. The fusion of features was done by 

combining appearance feature and motion features. 

The appearance features were extracted by SURF and 

LBP and the motion features extracted by LBP-TOP 

and SIFT 3D. In the recognition process, the SVM is 

popularly used to recognize the hand gesture. The 

author is selected the number of selected key frames 

is five and the databases contains only the hand 

region image with simplest background. The 

literature [5, 6, 20, 21] used Multi-class SVM for 

classification of the hand gesture. The Multi-class 

SVM is generally used in several applications and 

few of these include optical character recognition, 

intrusion detection, speech recognition, facial 

expression recognition. 

Rahim et al., (2019) [22] proposed a dynamic 

hand gesture recognition system and tested on own 

dataset with 15 labels. In the pre-processing stage, the 

authors used YCbCr colour space to detect colour of 

human skin by applying to the region of interest 

(ROI) images. After detecting the human skin colour 

erosion, the process of obtaining the holes was 

performed on the binary image. The feature 

extraction was done by using deep learning applied 

over original ROI image and pre-processed image 

and then the features were combined. The recognition 

accuracy was found as 96.96 % with the use of 

softmax function. The literature [23, 24] 

implemented end-to-end hand gesture recognition 

system by using convolutional neural network (CNN) 

with any auxiliary method for pre-processing purpose. 

Hoang et al., established dynamic hand gesture  
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Figure. 2 The architecture of the propose system 

 

recognition system using deep learning and key 

frames selection. The system is selected number of 

key frames N=3, 4, 5, 6 and 5 key frames obtained 

the highest accuracy. The recognition accuracy is 

77.71 % on SHG dataset and 97.8% on Cambridge 

hand gesture benchmark dataset. The limitation of 

this paper is heavy computation [25]. Mangla et al., 

(2020) implemented sign language recognition 

system using novel key frames selection method. The 

numbers of selected key frames are 3 and used 

Discrete Wavelet Transform (DWT) to extract 

features. The system is implemented on self-

constructed Pakistani sign dataset. The system cannot 

solve the hand and face overlap condition [26]. Azar 

et al., (2020) established trajectory based Persian sign 

language recognition system on self-constructed 

dataset. The recognition accuracy is reached 97.48% 

based on trajectory and shape features. The number 

of selected frames is 30. The signer wears white 

colour glove when capturing the data that is 

naturalness [27].  Kraljevic` et al., (2020) 

implemented Croatian sign language recognition 

system by using end-to-end process of deep learning. 

The numbers of selected frames are 8, 16 and 32 from 

all of videos and input size 32 frames are obtained 

highest recognition accuracy. The system is heavy 

computation and 70.1% on combined SHSL-RGD 

and SHSL-Depth data [28]. In [29], the author 

proposed hand gesture recognition based on the shape 

and orientation features using the HOG feature 

extraction method. The various size of the hand has 

degraded the performance. So, our method used scale 

and orientation based features using the GIST feature 

descriptor. Most of the existing research works in 

Myanmar use static images for sign language 

recognition and we have used videos in our work. 

3. Methodology for static and dynamic 

gesture recognition 

The overview architecture of our proposed 

system is described in the following Figure. The 

dynamic Myanmar sign word recognition system is 

implemented based on hybrid hand region detection 

and hand-craft shape, orientation features. 

3.1 Frame selection and hand region detection 

The dynamic sign word video for study contains 

the large number of image frames. In the frame’s 

sequences, many redundant frames are also present 

and such frames are not required to be recognized as 

valid sign word gestures and therefore only few 

important frames are sufficient. The amount of data 

and time is reduced by eliminating the redundant 

frames; else it would have needed extra time as well 

as data storage. In our experiment, the frames are 

extracted through skipping five frames or using 

skipping factor 5 from the sequences of frames with 

the following equation. 

 

 𝑆𝐹 = [𝐹(𝑖), (𝑖 = 1 ≤ 𝑁𝑂𝐹; 𝑖 + 𝑐)] (1) 

 

 𝑆𝐹 = {𝐹𝑖1, 𝐹𝑖2, … … , 𝐹𝑖𝑘} ≤ 𝑇𝑁𝑆𝐹 (2) 

 

In Eq. (1), SF is the sequence of selected frames. 

The constant c is 5 and NOF is the total number of 

frames in video. In Eq. (2), k is the size of selected 

frames and TNSF is the total number of selected 

frames by using skipping factor 5. Hand region 

detection (HRD) is the first and most crucial process 

that needs to solve for the hand gesture recognition  
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Figure. 3 The frames selection by using skipping factor 5 

 

system. Hand region detection is the extracting only 

hand region from the background by eliminating the 

background, face and other not-hand region. There 

are many hand region detection methods such as 

colour threshold-based, region-based, edge-based, 

pixel-based, model-based, ANN-based, watershed-

based, and clustering-based and many other hand 

detection methods. The colour threshold-based 

method is the most usable approach in the start-of-

the-art study. However, the colour threshold-based 

method faces the challenge when removing the face, 

arm and skin-like object in the background. To 

address this problem, we proposed the new hand 

region detection process. In the proposed detection 

process used hybrid segmentation method CbCr and 

Motion detection (CbCr+Motion) to detect the hand 

from the background region. The proposed hand 

region detection process can be solved the issue of 

miss hand region detection when the background 

contain like human skin colour such as wood, door 

and skin colour curtain by motion mask and eliminate 

non-skin moving object by skin mask. 

3.1.1. YCbCr skin colour segmentation 

There different ten colour space used to detect the 

hand using human skin colour [30]. YCbCr is often 

used for hand region extraction or human skin colour 

detection [31]. The Y is the luminance channel and 

CbCr is the chrominance channel and there are many 

colour spaces to detect the human skin colour such as 

RGB, YCbCr, HSV, Lab, YIQ, CMYK and many 

others. According to the state-of-art research, YCbCr 

colour space model is the most suitable for human 

skin detection as compared to other colour space 

models. In YCbCr colour space, we eliminate the 

luminance Y because the best result can be achieving 

only after changing environment lighting condition. 

Firstly, the original RGB image is converted into 

YCbCr colour image by using the Eq. (3). 

 

 [
𝑌

𝐶𝑏
𝐶𝑟

] = [
16

128
128

] +
1

256
×  

 [
65.738 129.057 25.064

−37.945 −74.494 112.439
112.439 −94.154 −18.285

] × [
𝑅
𝐺
𝐵

] (3) 

 

The skin region image is defined on the 

foreground region image using the standard range 

threshold values. The appropriate threshold value of 

chrominance channel (Cb,Cr) is used to detect the 

human skin colour using the Eq. (4). We defined the 

skin colour when the chrominance Cb channel value 

is between (77, 127) and the Cr channel value is 

between (133,173) [32]. The literature [33], [34] and 

[35] and also used YCbCr colour space with different 

threshold values. 

 

 

𝐼𝑆𝑘𝑖𝑛𝑅𝑒𝑔𝑖𝑜𝑛

= {
1, 𝑖𝑓(77 < 𝐶𝑏 < 127𝑎𝑛𝑑133 < 𝐶𝑟 < 173)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(4) 
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In general, there are three basic movement 

(motion) detection methods such as background 

subtraction, optical flow and frame differencing. 

Motion detection or Background Subtraction is to 

detect the motion of hand while doing the sign 

gesture. The first step of background subtraction is to 

establish the background. In the proposed system, the 

background is estimated by using mean filtering with 

the Eq. (5). N is the number of frames in the video. 

BF is the background frame.  

 

 𝐵𝐹(𝑥, 𝑦, 𝑡) =
1

𝑁
∑ 𝐼

𝑁

𝑖=1

(𝑥, 𝑦, 𝑡 − 𝑖) (5) 

 

It segments the hand motion region by using the 

difference between the background frame and input 

frames with the Eq. (6). The background subtraction 

method is simple and quick method. The key 

advantage of background subtraction method is more 

efficient when the background is stable, quickly and 

easily. 

 

 

𝐼𝑀𝑜𝑡𝑖𝑜𝑛𝑅𝑒𝑔𝑖𝑜𝑛

= {
1, 𝑖𝑓(𝐶𝐹(𝑥, 𝑦, 𝑡) − 𝐵𝐹(𝑥, 𝑦, 𝑡) > 𝑇)

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(6) 

 

In hand region segmentation, the AND operation 

performed on skin region and motion region to get the 

only hand region with the following Eq. (7). In our 

experiment, the value of threshold T is 25. 

 

 

𝐼𝑖(𝐻𝑎𝑛𝑑𝑅𝑒𝑔𝑖𝑜𝑛)

= ∏(𝐼(𝑖𝑆𝑘𝑖𝑛𝑅𝑒𝑔𝑖𝑜𝑛), 𝐼(𝑖𝑀𝑜𝑡𝑖𝑜𝑛𝑅𝑒𝑔𝑖𝑜𝑛))

𝑛

𝑖=1

 
(7) 

3.1.3. Median filtering 

Median filtering technique is applied on the hand 

region image to remove the salt and pepper noise. In 

median filtering, the size of filter is 5 (5×5) is the 

most suitable than other filter sizes such as (3×3, 7×7 

and 9×9). The results of filtering image obtain by the 

following Eq. (8). After the median filtering, the 

filtered image remained small connected salt and 

pepper noise region. All the connected regions are 

then sorted by descending order of area and the 

largest connected area is represented as hand region 

[1]. 

 

 
𝐼𝑖(𝑓𝑖𝑙𝑡𝑒𝑟𝑖𝑚𝑎𝑔𝑒) = [𝐼𝑖(𝐻𝑎𝑛𝑑𝑅𝑒𝑔𝑖𝑜𝑛)

∗ 𝑓𝑖𝑙𝑡𝑒𝑟]
𝑖=1……𝑛

 
(8) 

 

Where, the * is the filter operation and the size of 

filter is 5. 

3.1.4. Image cropping and resizing 

A bounding box is created on the filtering hand 

region image and then the image is cropped by using 

the bounding box. After that, the cropped image is 

resized to 32×32 image size. The block diagram of 

the hand region detection process is shown in the 

following Fig. (4). The processing output of the 

combination of segmentation is shown in the 

following Fig. (5). 

 

 

 

 
 

Figure. 4 Block diagram of hand region detection 
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Figure. 5 Hand region detection process from input video 
 

3.2 Feature extraction 

The shape, orientation, texture and (scale or size) 

features are very useful in the task of sign language 

recognition using hand gesture and thus we also have 

used these features for hand gesture recognition. 

There are many feature extraction methods available 

in literature for this purpose such as GIST, HOG, 

HOG-LBP, SURF (speeded up robust feature), CNN 

(Convolutional Neural Network) and SIFT (scale 

invariant feature transform). Among these methods, 

Generalized Search Tree (GIST), Histogram of 

Gradient (HOG), HOG-LBP (Local Binary Pattern) 

feature descriptor method is chosen which 

emphasizes on orientation, scale, texture, and 

structure or shape of an object. The HOG also 

provides the information related to the edge direction 

as well and rotation invariant [36]. The GIST 

descriptor is extracted features emphasis on the shape, 

orientation and local properties of the image that 

represent abstract representation for overall image 

[37]. The LBP descriptor extracts texture information 

from hand gestures [10]. 

3.2.1. GIST descriptor 

The global GIST feature descriptor obtained good 

result for scenes classification. The benefit of the 

GIST descriptors is compact and fast to compute. The 

GIST feature descriptor extracts the main different 

orientation and frequencies contained in the image. 

There are three parameters in GIST feature 

descriptors such then number of orientations, number 

of scales and the number of grids. The main 

parameters of the GIST descriptor are tuned. The 

experiments are performed with 8 orientations, (4 and 

5) different scales and the (4×4 to 9×9 or 16 regions 

to 81 regions) grid size for each image. In our 

experiments, the number of features dimensions 

increased when the numbers of grid size and scale 

values are increased. So, the time complexity is more 

increased but the recognition accuracy is not 

increased. Among different scale, different 

orientation and different grid size: the number of 

orientations =8, the number of scales=4 and the 

number of grid size = 4×4 was obtained the best 

accuracy.  Finally, the GIST descriptor concatenates 

32 features map for 16 regions. The lengths of feature 

vector are 512 for each image.  

3.2.2. HOG descriptor 

The detailed HOG process is described as: 

Step 1: The input image for pre-processing is 

divided into 8×8 pixel patches called cell to extract 

the features. 

Step 2: The gradient Gx and Gy for every pixel in 

the image are calculated using following equations. 

The gradients indicate the small changes in the x and 

y direction respectively. 

 

 𝐺𝑥 = (𝑥, 𝑦 + 1) − (𝑥, 𝑦 − 1) (9) 

 

 𝐺𝑥 = (𝑥 + 1, 𝑦) − (𝑥 − 1, 𝑦) (10) 

 

Step 3: The magnitude and direction (orientation) for 

each pixel value is determined. 

 

 𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒(𝑔) = √(𝐺𝑥2 + 𝐺𝑥2) (11) 

 

 𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛(𝜃) = tan−1 (
𝐺𝑦

𝐺𝑦
)  (12) 

Motion Detection 

Input Video 

AND 

CbCr color thresholding 
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Step 4: We calculate the histogram of gradient for 

each cell by using 9 bin histogram that obtained 1×9 

features matrix for each cell. 

Step 5: We then normalize the features for 16×16-

pixel pitches called block. The overlapping blocks are 

used to handle the illumination changes. The 

normalization is calculated by using the following 

equation. 

 

 𝑉 = ⌊𝑓1, 𝑓2, 𝑓3 … … … , 𝑓36⌋ (13) 

 

 𝑘 = (√(𝑓1
2, 𝑓2

2, 𝑓3
2 … … … , 𝑓36

2)) (14) 

 

The root of the sum of the square calculates with 

the following equation. 

 

 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑉𝑒𝑐𝑡𝑜𝑟

= [
𝑓1

𝑘
,
𝑓2

𝑘
,
𝑓3

𝑘
, … … ,

𝑓36

𝑘
, ] 

(15) 

 

In normalization step, the all of the values in the 

vector V is divided with the value k. 

3.3 Hand gesture recognition  

The recognition is the final process and also 

important step of the system. The role of classifier is 

important to increase the performance of the system. 

In our research, the three different classifiers SVM 

(Quadratic), SVM (Cubic) and Linear discriminant 

are used to recognize hand gesture based static and 

dynamic sign recognition. The experiments of the 

system are performed in 10 times runs and the 

performance of the system is evaluated in term of 

mean accuracy. 

4. Evaluation result 

All experiments were performed on Intel Core 2.3 

GHz processor with 8 GB RAM and 1280×720 

resolution pixels dynamic Myanmar sign words 

gesture videos.  

4.1 Dataset used 

The performance of the system is evaluated on 

two different datasets. The first dataset is public 

available static posture dataset and the next one is 

self-constructed dynamic Myanmar sign words 

dataset. 

MUDB dataset:  MUDB dataset is published from 

Massey University called MU_HandImages_ASL 

[38]. This dataset contains American Sign Language 

postures with five different illumination conditions 

(left, right, top, bottom and diffuse), five volunteers 

and different hand size.  The experiments are 

performed with (A-Z) ASL alphabets and 65 images 

for each sign. 

The dynamic Myanmar sign word dataset 

contains 17 sign words are collected by using a web  

camera with resolution 1280 X 720 px. In this system, 

we used both male and female deaf signers in School 

for the Deaf Mandalay, Myanmar. The videos are 

recorded in mp4 format with frame rate of 25 fps. The 

duration of gesture length is between 1.5 s and 2.5 s.  

The video data are recorded in indoor 

environment under normal lighting conditions. The 

hand gesture videos are captured without the aid of 

any data gloves or wearable tracking devices or 

special markers like other systems. We collected 2 

times for each gesture from 9 subjects. There are 18 

videos for each gesture. So, the database contains of 

306 video files (13857 frames) for 17 isolated 

dynamic sign gestures. The dataset contains 17 

dynamic Myanmar sing words as Amaranth, Bamboo 

shoot, Cauliflower, Chayote, Chinese Chives,  

 
Table 1. List of dynamic Myanmar sign words in the 

dataset 

 

 

Sign 

Code 
Sign 

Sign 

Code 
Sign 

1 Amaranth 10 Durian 

2 Bamboo Shoot 11 Long Bean 

3 Cauliflower 12 Mango 

4 Chayote 13 Mangosteen 

5 Chinese Chives 14 Papaya 

6 Chinese Cabbage 15 Pear 

7 Coriander 16 Pomelo 

8 Cucumber 17 Pumpkin 

9 Custard Apple   
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Figure. 6 Sample gesturing sign words images in the 

dataset 
 

Chinese Cabbage, Coriander, Cucumber, Custard 

Apple, Durian, Long Bean, Mango, Mangosteen, 

Papaya, Pear, Pomelo and Pumpkin. The list of sign 

words is described in Table 1. The samples of 17 

dynamic Myanmar sign words are shown in Fig. 6. 

4.2 Data analysis 

In our experiment, we used cross validation with 

the value of k=10. In 10-Fold-Cross validation 

procedure, the cross validation is performed with ten 

iterations. The dataset is divided into ten subsets. In 

the first iteration, the first subset is selected as testing 

samples and the rest of nine subsets are used for 

training. In the second iteration, the next second 

subset is selected for testing and the rest nine subsets 

are chosen as training. Therefore, the numbers of 

iterations are repetitive ten times. Finally, the 

recognition accuracy is obtained by computing the 

mean accuracy.  

The MUDB and sign word dataset is static dataset 

and contain segmented hand region images. So, the 

features directly extracted without using any hand 

region detection process. In self-constructed dataset, 

the total number of selected frames 3 frames, 4 

frames and 5 frames (k=3, 4, 5) for all videos in our 

dataset. The features are extracted on 3 frames, 4 

frames and 5 frames by using GIST, HOG and HOG-

LBP for all videos. The extracted features are 

concatenation and then classification by using three 

different classifiers (quadratic SVM, Cubic SVM and 

Linear Discriminant). The dimensions of HOG 

features are 972, 1296 and 1620 and GIST features 

are 1536, 2048 and 2560 for 3 frames, 4 frames and 

5 frames respectively. 

The performance comparison table 2 describes 

the results of different feature extractions (HOG, 

HOG-LBP, GIST) and different classification 

methods (Cubic SVM, Quadratic SVM and Linear 

Discriminant) on MUDB dataset. The table 3 

describes the result of mean accuracy on self-

constructed dynamic Myanmar sign words with 

different features extraction methods, different 

classification methods and hybrid segmentation. 

According to the results, it is visible that the best 

recognition accuracy results were obtained by using 

using 5 (k=5) frames selection for all videos.  The 

confusion matrix of Hybrid segmentation with 5 

frames selection for all videos in our dataset is 

described in Fig. 7. The confusion matrix with best 

classification accuracy on MUDB datasets is 

described in Fig. 8. 

4.3 Discussion with other methods 

The proposed method compares with other 

features extraction methods: HOG [29] and HOG-

LBP [10]. The HOG extracted orientation and shape 

based features vector from hand region images for 

twos datasets. The HOG features vector size is 

changed based on image size. So, the features vector 

size increased when the image size increased. HOG 

features extraction method has degraded the 

performance when scale noise increased. In HOG-

LBP, the texture information extracts using LBP and 

combined with contour information extracted by 

using HOG. The combined features obtained slightly 

higher accuracy than the proposed method on the 

MUDB static dataset. However, the result of 

proposed method is higher than other twos feature 

extraction methods on dynamic Myanmar sign words 

dataset. The classification process performed with 

three different classifiers. Among these three 

classifiers, the linear discriminant classifier takes less 

time and obtained more accuracy on the dynamic 

Myanmar sign words dataset. 

 
Table 2. the comparison of different features extraction and different classifiers on MUDB dataset 

 

Datasets 
Feature 

Extraction 

SVM 

(Quadratic) 
SVM (Cubic) 

Linear 

Discriminant 

MUDB 

HOG[29] 98.6% 98.7% 98.0% 

HOG-LBP[10] 99.19% 99.22% 98.83% 

GIST 99.01% 99.03% 98.71% 
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Table 3. the comparison of different features extraction and different classifiers with hybrid segmentation on self-

constructed dynamic Myanmar sign words dataset 

Frame 

Selection 

Feature 

Extraction 
Classifier Training Time Accuracy 

3 frames 

selection with 

skipping factor 

5 

HOG [29] 

SVM(Cubic) 40s 68.75% 

SVM(Quadratic) 40s 68.84% 

Linear Discriminant 7s 71.18% 

HOG-

LBP [10] 

SVM(Cubic) 32s 67.46% 

SVM(Quadratic) 38s 68.86% 

Linear Discriminant 10s 71.79% 

GIST 

SVM(Cubic) 31s 69.61% 

SVM (Quadratic) 39s 69.74% 

Linear Discriminant 10s 77.46% 

4 frames 

selection with 

skipping factor 

5 

HOG [29] 

SVM(Cubic) 36s 72.20% 

SVM(Quadratic) 36s 73.33% 

Linear Discriminant 8s 78.48% 

HOG-

LBP [10] 

SVM(Cubic) 45s 72.71% 

SVM(Quadratic) 44s 73.23% 

Linear Discriminant 10s 78.95% 

GIST 

SVM(Cubic) 48s 74.95% 

SVM(Quadratic) 48s 75.00% 

Linear Discriminant 13s 81.90% 

5 frames 

selection with 

skipping factor 

5 

 SVM(Cubic) 41s 76.86% 

HOG [29] SVM(Quadratic) 42s 77.52% 

 Linear Discriminant 10s 83.41% 

HOG-

LBP [10] 

SVM(Cubic) 48s 77.18% 

SVM(Quadratic) 48s 77.09% 

Linear Discriminant 14s 84.02% 

GIST 

SVM(Cubic) 60s 79.09% 

SVM(Quadratic) 59s 79.13% 

Linear Discriminant 19s 86.70% 
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Figure. 7 Confusion matrix on self-constructed 

dataset 

 

 
Figure. 8 Confusion matrix on MUDB 

5. Conclusion 

The system demonstrates vision based static and 

dynamic hand gesture recognition system. In 

dynamic, the system used skipping factor 5 for 

frames selection to reduce the redundant frames and 

computation time. The combination of CbCr colour 

channel from YCbCr colour space and motion 

detection process from background subtraction used 

to pre-process the original input frames of dynamic 

Myanmar sign words. Then, generalized search tree, 

histogram of gradient oriented (HOG) and HOG-LBP 

(Local Binary Pattern) is used to extract features form 

each pixel and compared them. In the classification 

stage, Quadratic SVM, Cubic SVM and linear 

discriminant was applied on the self-constructed 

dynamic Myanmar sign words dataset and MUDB 

dataset. The best recognition accuracy was achieved 

86.7 % and 99.22%. The sing gestures performed by 

two hands and dynamic hand gesture recognition 

have many challenging problems. There is no 

standard dataset and has only little research for 

Myanmar dynamic sing gestures. In the future, we 

planned to construct big dynamic Myanmar sign 

words dataset with more subjects and then will 

implements with deep learning approach on the 

dataset.  In the field of hand gesture detection and 

recognition, the vision based hand gesture 

recognition is more challenging because the highly 

sensitivity of individual differences, different 

background condition, illumination changing and 

skin like object. 
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