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Abstract: The development of credit card use in Indonesia has not been matched by the security provided by credit 

card service providers. This resulted in significant losses both in terms of banking and customers. The difficulty in 

finding the characteristics of credit card fraud is one of the biggest challenges. Currently, many are developing machine 

learning models that can identify credit card fraud to help banks. Unfortunately, the model created is mostly biased 

towards the class which has more dominant data. This problem is caused by the imbalance of the data on the available 

dataset. In the previous research, Wang et al found the implementation of Focal loss in XGBoost improve the precision, 

recall of imbalanced data. However according to Qin et al, the parameter loss from Focal loss have poor judgement in 

several case of imbalanced data and to handle this weakness, they proposed Weighted – Cross Entropy Loss (W-CEL) 

loss in Focal loss. According to previous research, we propose a Modified Focal Loss method for Imbalanced XGBoost 

by entering another parameter from W-CEL loss to Focal Loss to improve the ability of Focal Loss. Focal loss itself 

is a method that is often used to give weight to classes that are often misinterpreted, so that with the use of imbalance 

parameters (𝜑) from W-CEL loss is expected to improve the weighted value of the Focal Loss. We tested our proposed 

method in credit card fraud dataset from Université Libre de Bruxelles (ULB) machine learning group. Our proposed 

method produced 100 % accuracy, 0.97 precision, 0.56 recall and 0.72 MCC score in scenario 1 with extreme 

imbalanced data, in scenario 2 with the mild imbalanced data, the result delivered 99% accuracy, 0.88 precision, 0.87 

recall and 0.89 MCC and in scenario 3 with the medium imbalance data, the result delivered 100% accuracy, 0.97 

precision score, 0.72 recall score and 0.83 MCC score. The results obtained in this study proved that the proposed 

method makes machine learning models valid and unbiased, especially in mild-imbalanced data. However, many 

improvements still need to be made to medium and extreme imbalanced data. 

Keywords: Fraud detection, XGBoost, Focal loss, Weighted cross entropy loss (W-CEL), Imbalanced XGBoost.  

 

 

1. Introduction 

The pandemic period that has occurred since 

2020 until recently has changed the paradigm of 

transactions in Indonesia, especially from 

conventional transactions to online ones. This has 

also begun to change the way payments are made, 

where many people pay using online money or credit 

cards. In fact, based on data provided by Bank 

Indonesia (BI), there is an increase in the number of 

credit cards in circulation with an increase of 2.67% 

in 2020 [1]. 

Unfortunately, the development of this increase 

in users has not been matched by security for credit 

card users in Indonesia. In fact, based on articles 

published by CNBC in Forter's Analysis, there are 5 

worst countries in driving away e-commerce fraud 

and Indonesia is ranked first in that category. It can 

be seen that there is a need for an early detection to 

ward off possible losses incurred in settling credit 

card fraud [2]. 

Several studies have tried to overcome problems 

in problem detection in credit card fraud such as [3] 

using traditional machine learning methods such as 

Neural Network, Support Vector Machine, K-Nearest 

Neighbor, and Logistic Regression. Some use the 
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ensemble method to improve the accuracy of the 

proposed machine learning models such as that of [4-

7]. 

The accuracy results provided by each method 

that have been proposed in previous studies have 

even reached more than 90% of the accuracy level. 

Unfortunately, when the results are seen in the 

precision, recall and Matthew Correlation Coefficient 

(MCC) values, it is found that the values of the three 

evaluations are very inversely proportional to their 

accuracy values. It can be seen in Table 1 in section 

4 that the values of the three evaluations are lower 

than the available accuracy values. This is due to the 

problematic data imbalance in the dataset. The 

imbalance case in this dataset gives bias to one of the 

classes that has more dominant data so that the results 

of the model created cannot be considered valid. 

Several studies suggest some solutions in the pre-

process such as [8, 9] proposing using the 

oversampling method, and [9] proposing using the 

under-sampling method. In addition to the sampling 

method, there are several researchers who propose a 

combination of outlier detection and sampling, such 

as [10]. The approach taken by previous researchers 

is a good one, especially in terms of imbalance. 

However, doing the under-sampling method will 

reduce important data which sometimes can become 

main information or important data that can be 

analyzed more deeply. While the oversampling 

method will provide data that is similar to the existing 

data, the data is only used as augmentation data so 

that the data does not become an imbalance. 

This problem is what makes author interested in 

increasing the value of the three evaluations such as 

precision, recall and, MCC without doing pre-

processing such as sampling or hybrid sampling and 

outlier detection. 

The XGBoost method is one of the most 

frequently used methods for solving fraud detection. 

Although the performance of the XGBoost algorithm 

is very good in the classification and regression 

process, sometimes it is difficult to get maximum 

results, especially in the case of imbalance.  

Several researchers have tried to improve the 

XGBoost method to make it more robust against 

imbalance data, one of which is the method proposed 

by Wang et.al. [11] using weighted (cross-entropy) 

and focal losses in the boosting machine. The choice 

of weighted cross entropy as the main method was 

chosen because it is one of the good and easy 

algorithms in the cost sensitive method of data 

imbalance and focal loss. This method was chosen 

                                                           
1 https://datahub.io/machine-learning/creditcard 

because it reduces the importance of well-classified 

data points which are very useful for imbalance data.  

Another study proposed by Priscilla et al. which 

proposes a tuning optimizer on the hyperparameter 

using Randomized Search [12]. These two studies 

provide an overview of the usefulness of 

hyperparameters and loss in the application of 

XGBoost in the Imbalance dataset. Focal loss 

application requires hyper-parameters 𝛾 to determine 

the best value of the selected gamma. Besides that, 

based on Qin et al [13], the value of imbalanced 

parameter 𝜑 which is at the Weighted-Cross Entropy 

Loss (W-CEL) can be implemented Focal loss to help 

overcome the shortcomings of imbalance parameter  

𝛾 in Focal loss. 

The goals and contributions given by the author 

in this scientific article are: 

• To use imbalanced parameter 𝜑 from W-loss 

in Focal loss 

• To use tuning-hyperparameter on 𝛾 value. 

• To evaluate the model of Modified Focal Loss 

on XGBoost Imbalance using evaluation 

metrics: precision, recall, and MCC.  

This article consists of the first section which 

discusses the background of this research, Section 2 

which discusses the data used, Section 3 which 

discusses the research methodology carried out, 

Section 4 which discusses the experiment and results, 

and Section 5 which discusses the conclusions of 

research conducted. 

2. Data 

Information about credit cards is one of the most 

important consumer information and cannot be 

shared carelessly. This has resulted in us using the 

publicly available data for this study. 

The dataset used in this experiment is the credit 

card fraud dataset provided by the Université Libre 

de Bruxelles (ULB) machine learning group. This 

dataset contains the use of credit cards in Europe for 

two days where the sampling was carried out in 

September 2013.The data obtained from this 

sampling were 284'807, where transactions with 492 

data proved to be fraud representing 0.172% of the 

data, and the rest is a normal transaction. It can be 

seen from this description that this data is data that 

has extreme imbalance[14]. The Dataset was 

downloaded in datahub.io1 

The dataset itself consists of 28 features that are 

principal components from the results of using the 

Principal Component Analysis method on raw data. 

Principal analysis method is used to protect 
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consumers so that data secrets are not exposed. 

Another feature is "time" and "amount", so there are 

a total of 30 features [15]. 

3. Research methodology 

The research stages in this article are divided into 

two main parts, which are data pre-processing and 

detection using the Modified Imbalanced XGBoost 

method. 

3.1 Pre-processing 

Pre-processing is one of the important steps that 

need to be taken in order to make data more valid and 

unbiased. The initial stage in pre-processing is 

normalizing the data amount and making some 

unused features such as "time". The normalization 

process is carried out using the min-max scaler 

method, the formula for the min-max scaler is [16]: 

 

𝑑′ =
𝑑 −min(𝑑)

max(𝑑) −min(𝑑)
(1) 

 

Where d' is the normalized feature data value, d is 

the raw feature data value, 𝑚𝑖𝑛(𝑑) is the minimum 

value of all data, 𝑚𝑎𝑥(𝑑) is the maximum value of 

all data.  

After the 'amount' feature is normalized, the next 

step is to find the most relevant features to use. Thus, 

to find the uniqueness of each feature, we use the 

Correlation Coefficient to find the best features of the 

existing features [17]. 

 

𝑟 =
∑(𝐹𝑖

1 − 𝐹1̅̅ ̅)(𝐹𝑖
2 − 𝐹2̅̅̅̅ )

√∑(𝐹𝑖
1 − 𝐹1̅̅ ̅)

2
∑(𝐹𝑖

2 − 𝐹2̅̅̅̅ )
2
(2) 

 

Where 𝐹1, 𝐹2  is feature 1 and feature 2, and 

𝐹1̅̅ ̅, 𝐹2̅̅̅̅  is the average of feature 1 and feature 2 

After completing the pre-processing of data, the 

next step is to create a model using the XGBoost 

Imbalance method. 

3.2 XGBoost 

XGBoost is a machine learning method based on 

tree boosting introduced by Chen et al [18]. XGBoost 

is a popular algorithm that adopts an additive learning 

scheme with second-order approximation, first order 

derivative which is called gradient and second order 

derivative which is called hessian of loss function. 

 

𝐿(𝑡) =∑𝑙(𝑦𝑖 , 𝑝𝑖
(𝑡−1) + 𝑓𝑡(𝑥𝑖)) + Ω(𝑓𝑡)(3)

𝑛

𝑖=1

 

The Eq. (3) is a regularized objective where 

𝑙(… ,… ) is a loss between target𝑦𝑖 , and prediction 

(𝑝𝑖). Input is symbolized with (𝑥𝑖). The complexity 

of the model is symbolized with Ω(… ) , 𝑚  is the 

number of data and 𝑛 is the number of features. We 

used additive manner for fitted tree  𝑝𝑖
(𝑡)

= 𝑝𝑖
(𝑡−1)

+

𝑓𝑡(𝑥𝑖)  where 𝑡  is the number of iterations of the 

training process. To solve for 𝑓𝑡(. ) from the iteration 

𝑡 to the optimize objective on Eq. (3), second order 

taylor expansion is used, thus obtained 

 

𝐿(𝑡) =∑[𝑔𝑖𝑓𝑡(𝑥𝑖) +
1

2
ℎ𝑖(𝑓𝑡(𝑥𝑖))

2
] + Ω(𝑓𝑡)

𝑛

𝑖=1

(4) 

 

Where 𝑔𝑖 = 𝐿′  is the gradient and ℎ𝑖 = 𝐿′′  is 

hessian. 𝐿′ in which the First derivative and 𝐿′′ is the 

second derivative of optimize objective. 

In Vanilla XGBoost the search for gradients and 

hessians is based on the use of binary cross entropy 

(ℒ𝑏𝑐𝑒)[18]. 

 

ℒ𝑏𝑐𝑒 = −
1

𝑚
∑𝑦𝑖 log(𝑦�̂�)

𝑚

𝑖=1

+ (1 − 𝑦𝑖) log(1 −𝑦�̂�)(5) 
 

Meanwhile, on the Imbalanced XGBoost proposed by 

Wang et al. Binary cross entropy is replaced by 

weighted binary cross entropy (ℒ𝑤𝑏𝑐𝑒) and Focal Loss 

(ℒ𝐹)  to solve for imbalance problem [11]. 
 

ℒ𝑤𝑏𝑐𝑒 = −∑𝛼𝑦𝑖 log(𝑦�̂�) + (1 − 𝑦𝑖) log(1 −𝑦�̂�)

𝑚

𝑖=1

(6) 

 

ℒ𝐹 = −∑𝑦𝑖(1 − 𝑦�̂�)
𝛾 log(�̂�)

𝑚

𝑖=1

+ (1 − 𝑦𝑖)(𝑦�̂�)
𝛾 log(1 − �̂�)(7) 

 

Where 𝛼 is an imbalance parameter that work for 

tuning the weight of the class, while 𝛾 is a parameter 

to manage the shape of the curve, the lower the value 

of 𝛾, the higher the loss and vice- versa. In this case 

the 𝛾 is important aspect to handling the imbalanced 

class[19]. 

3.3 Proposed method 

Based on weighted binary cross entropy concept, we 

proposed modified focal loss (ℒ𝑀𝐹) by adding new 

imbalance parameter (𝜑). The 𝜑 value is obtained from 

imbalanced parameter from W-CEL function proposed 

by whereas[13] 
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ℒ𝑀𝐹 = −∑𝜑𝑦𝑖(1 − 𝑦�̂�)
𝛾 log(�̂�)

𝑚

𝑖=1

+ (1 − 𝑦𝑖)(𝑦�̂�)
𝛾 log(1 − �̂�)(8) 

 

value 𝜑is obtained with slightly change in the 

equation from[13] 

 

𝜑 =
1

𝑚
∑𝛽𝑖

𝑚

𝑖=1

(9) 

 

𝛽𝑖 = {

𝑃 + 𝑁

𝑃
, 𝑦 = 1

𝑃 + 𝑁

𝑁
, 𝑦 = 0

(10) 

 

Where P represents data in the positive class and 

N represents data in the negative class and 𝛽𝑖  is 

parameter of the binary class. 

3.4 Evaluation 

The performance of the classification methods 

was evaluated based on accuracy, specificity, recall, 

and F-1 score. These evaluation metrics were applied 

because of the relevance in assessing the imbalanced 

classification problem [4]. 

The initial evaluation for the classification method 

is accuracy, but the accuracy does not work well in 

an imbalance dataset. The evaluation tends to 

emphasize the dominant class [20]. Precision and 

recall were the correct binary classification 

assessment since it provided the consistency of each 

group. For an imbalanced dataset, MCC was an 

outstanding assessment since the evaluation consists 

of True Positive (TP), False Negative (FN), True 

Negative (TN) and False Positive (FP)[4]. 
 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
(11) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(12) 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(13) 

 

𝑀𝐶𝐶 =
(𝑇𝑃 × 𝑇𝑁) − (𝐹𝑃 × 𝐹𝑁)

√
(𝑇𝑃 + 𝐹𝑃) × (𝑇𝑃 + 𝐹𝑁)×
(𝑇𝑁 + 𝐹𝑃) × (𝑇𝑁 + 𝐹𝑁)

(14) 

 

 

4. Experiment and result 

This experiment was carried out by taking 3 

scenarios and the dataset that we used in this 

experiment came from ULB machine learning group. 

The better explanation about the dataset is explained 

in Section 2.  

The first scenario used raw data so that data with 

class "fraud" and class "non-fraud" had a large 

imbalance. This case was called extreme imbalance. 

In the second scenario, the raw data was minimized 

so that the “non-fraud” class will have 10'000 data, 

but the data for the “fraud” class was not changed. 

This case was called mild imbalance. The last 

scenario, we did the same as the second scenario, 

however the difference is the “non-fraud” class will 

have 125’000 data. 

Fig. 1 provides an overview of the distribution of 

data using PCA values. It can be seen that the data 

clearly has gaps, especially on the “0” non-fraud side. 

There is some data that is included in the outliers, but 

in this scientific article, we are not focusing on the 

outliers Based on the methodology proposed in 

Section 3, the first step was to perform the min-max 

normalization of the 'amount' feature. After 

normalizing the features, the next step was to perform 

feature selection using the coefficient correlation 

method. Fig. 2 represents the correlation score for 

each feature. Correlation that has value (𝑟 ≥ 0.7) will 

be removed. Based on the correlation heat-map in Fig. 

2, it can be concluded that the removed features are 

“V3,V5,V7,V9,V10,V11,V12,V14,V16,V17,V19” 

Therefore, the initial total of 29 features has changed 

to 18 features due to 11 reduced features. 

Furthermore, the experiment will be divided into 

two parts, namely the experiment without using 

hyperparameters for traditional machine learning and 

using hyperparameters to find values 𝛾. These two 

trials were divided into 70% training and 30% testing. 

Proof of problems in imbalance data can be seen 

in Table 1. In Table 1, we prove it using several 

traditional machine learning methods: Logistic 

Regression, SVM, KNN with 𝑘 = {3,5,7}, and Naïve 

Bayes. It can be seen that there is quite a big 

difference in the value of recall and MCC compared 

to the accuracy value. This makes the model invalid 

because the data is biased against the “non-fraud” 

class. The accuracy in this table is 100% due to the 

rounding done. 

Table 2 is the comparison between the proposed 

method compared to vanilla XGBoost, Imbalanced 

XGBoost with weighted binary cross entropy loss, 

and Imbalanced XGBoost with Focal Loss. In this 

table, we do not use hyperparameter tuning in the  
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Figure. 1 Distribution of credit card dataset 

 

Table 1. Evaluation of Scenario 1 in traditional machine learning algorithm 

 accuracy Precision Recall MCC 

Logistic Regression 100 0.76 0.39 0.54 

K- Nearest Neighbour (k=3) 100 0.97 0.51 0.7 

K- Nearest Neighbour (k=5) 100 0.97 0.47 0.68 

K- Nearest Neighbour (k=7) 100 0.94 0.44 0.67 

Support Vector Machine 100 0.53 0.53 0.12 

Naïve Bayes 97 0.03 0.53 0.12 

 
Table 2. Evaluation of Scenario 1 in XGBoost, imbalanced XGBoost and our proposed 

 Accuracy Precision Recall MCC 

Vanilla XGBoost [18] 100 0.77 0.39 0.55 

Weighted -Imbalanced XGBoost [11]  100 0.92 0.52 0.7 

Imbalanced XGBoost with Focal Loss [11] 100 0.97 0.57 0.7 

Optimized XGBoost [12] 100 0.94 0.59 0.74 

Our Proposed Method 100 0.97 0.56 0.72 

 

XGBoost parameter, instead the parameter values γ 

and α are tuned using GridSearchCV from scikit-

learn.  

Based on the results obtained, the proposed 

method increased the precision results similar to the 

same precision results as the weighted-Imbalanced 

XGBoost method with a value of 0.97. Meanwhile, 

the recall and MCC values of the proposed method 

were the highest with a recall of 0.59 and 0.72, 

respectively. Unfortunately the results of the 

proposed method still did not make this model valid. 

There was still bias towards the dominant imbalanced 

data.  

To prove that the proposed method was working 

well, we minimized the amount of data from the non-

fraud class. The non-fraud class was reduced 

from284'315 data to 10'000 data, we called the data 

as mild imbalance scenario (scenario 2). We also 

created another scenario that reduced the non-fraud 

class to 125’000 data, we called the data as medium 

imbalance scenario (scenario 3). The data selection 

was done randomly. The amount of data in the 'fraud' 

class was not changed. Fig. 3 illustrates the 

comparison of the data in scenario 1, scenario 2 and 

scenario 3. 
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Figure. 2 Correlation score for each feature 

 

Table 3 is the evaluation result using the 

traditional machine learning method. The results 

displayed by the model are better but they are still 

said to be invalid because the values for precision, 

recall, and MCC differ quite significantly. This 

statement is attested to in the results of all selected 

traditional machine learning methods.  

Table 4 is the result of the evaluation in scenario 

2 of the proposed method which compares vanilla 

XGBoost with Imbalanced XGBoost. Based on the 

results obtained, the proposed method succeeded in 

providing the most valid results because theprecision, 

recall and mcc have close values and the accuracy 

does not have big gap between other evaluation 

scores. Meanwhile, the imbalanced XGBoost method 

with Focal loss can be said to be valid, but there are 

still discrepancies, especially in the values of 

precision and recall. Whereas the weighted-

Imbalanced XGBoost already gave valid results that 

were the same as the proposed method, the results of 

the proposed method were 0.03 points better. 

 
Figure. 3 comparison of the number of data in all scenario 

 

However the Optimized XGBoost, outperform all 

the other methods, and showed promising result in 

imbalanced dataset.   

Table 5 is the result of the evaluation in scenario 

3 of the proposed method which compared between 

traditional machine learning algorithms, Vanilla 

XGBoost and Imbalanced XGBoost. In this 

0
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Table 3. Evaluation of Scenario 2 in traditional machine learning algorithm 

 Accuracy Precision Recall MCC 

Logistic Regression 99 0.96 0.76 0.84 

K- Nearest Neighbour (k=3) 99 0.98 0.72 0.84 

K- Nearest Neighbour (k=5) 98 0.97 0.67 0.8 

K- Nearest Neighbour (k=7) 98 0.99 0.62 0.67 

Support Vector Machine 99 1 0.8 0.89 

Naïve Bayes 95 0.48 0.69 0.55 

 
Table 4. Evaluation of Scenario 2 in XGBoost, imbalanced XGBoost and our proposed 

 Accuracy Precision Recall MCC 

Vanilla XGBoost [18] 99 0.96 0.77 0.85 

Weighted -Imbalanced XGBoost [11]  99 0.93 0.79 0.85 

Imbalanced XGBoost with Focal Loss [11] 99 0.84 0.84 0.85 

Optimized XGBoost [12] 99 0.92 0.95 0.93 

Our Proposed Method 99 0.88 0.87 0.89 

 
Table 5. Evaluation of Scenario 3  

 Accuracy Precision Recall MCC 

Logistic Regression 100 0.87 0.61 0.73 

K- Nearest Neighbour (k=3) 100 0.97 0.71 0.83 

K- Nearest Neighbour (k=5) 100 0.97 0.67 0.81 

K- Nearest Neighbour (k=7) 100 0.96 0.66 0.8 

Support Vector Machine 100 0.81 0.95 0.81 

Naïve Bayes 97 0.09 0.65 0.23 

Vanilla XGBoost [18] 100 0.93 0.64 0.77 

Weighted -Imbalanced XGBoost [11]  100 0.95 0.69 0.81 

Imbalanced XGBoost with Focal Loss [11] 100 0.95 0.69 0.81 

Optimized XGBoost [12] 100 0.97 0.69 0.82 

Our Proposed Method 100 0.97 0.72 0.83 

 

scenario 3, the proposed method showed as one of the 

best in term of MCC score result. However, similar 

as the scenario 1, the provided result shows the 

precision, recall and MCC score differ to one another. 

It is showing that the proposed method could not 

create a robust model for imbalanced data in medium-

imbalanced dataset. 

Based on the experiments given in both scenario 

1 and scenario 2, the proposed method can beat 

traditional machine learning, as well as the 

imbalanced XGBoost proposed by Wang et al. 

However, every method that exists does not work to 

overcome the extreme imbalanced data that is created. 

However, in mild imbalanced data Imbalanced 

XGBoost and Modified Imbalanced XGBoost can 

work well so that it makes the model more valid  

5. Conclusion 

In this article, we proposed a method for modified 

Focal loss to solve the imbalanced dataset problem 

without any pre-processing steps such as sampling 

and outlier detection. The proposed method took 

inspiration from Weighted binary cross entropy with 

the consideration of imbalanced parameter (𝜑). The 

formula of weighted score was taken based on W-

CEL imbalanced parameter score. 

In this experiment, we classified the credit card 

fraud using ULB machine learning group data. The 

data obtained from this sampling were 284'807, 

where transactions with 492 data proved to be fraud, 

and the rest is a normal transaction. We are also 

propose 3 different scenarios to proof our proposed 

method work in several imbalanced environment. 

The first scenario, we used all the data without any 

change, the second scenario, we are lowering the 

normal class into 10’000 data and the last scenario, 

we are also lowering the normal class into 125’000 

data. 

The result from the mild-imbalanced data is 0.88, 

0.87, 0.89 from the precision, recall, and MCC scores, 

respectively. This result proves the proposed method 

works well in creating machine learning model based 

on XGBoost algorithm that is not bias in mild-

imbalanced dataset. Sadly, the proposed method is 

not work well to create robust machine learning 

model in medium and extreme imbalanced data. Our 

assumption for the finding is the weighted on focal 
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loss are not sufficient method for imbalanced class 

that too far from each other. This could be a new 

finding to handling medium and extreme imbalanced 

data. 

Based on this experiment, we conclude that our 

proposed method can work well, especially on mild 

imbalanced data, but still needs a lot of attention to 

the medium and extreme imbalanced data. We are 

also finding that the optimized XGBoost give an 

improvement in vanilla XGBoost, and even more 

robust compared to other methods in mild and 

extreme dataset. We concluded that finding the 

optimized parameter for XGBoost would improve the 

overall performance of the model.  

Future research is expected to be able to solve the 

problems given to extreme and medium imbalanced 

data, so that it can produce a valid model to use. 
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