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Abstract: This paper presents a new method based on Equilibrium Optimizer (EO) algorithm that is inspired from the 

mass balance of a control volume for traveling salesman problem (TSP). For enhancing the efficiency of EO, the 2-

opt movement algorithm is used to update the solution generated by EO. The efficiency of the proposed EO for the 

TSP problem has been compared with Particle Swarm Optimization (PSO) and Genetic Algorithm (GA) on different 

instances consisting of the 14-city, 30-city, 48-city and 52-city. The calculated results show that for the large scale 

instances such as 48-city and 52-city, EO has found the better tour than PSO. In comparison with GA, EO has ability 

finding the best tour with the smaller mean and standard deviation. The comparisons with previous methods in 

literature have also demonstrated that EO has ability to search the better tour than other methods. Thus, the proposed 

EO can be a potential method for the TSP problem. 

Keywords: Equilibrium optimizer, Genetic algorithm, Particle swarm optimization, Traveling salesman problem, 2-

opt. 

 

 

1. Introduction 

The purpose of the traveling salesman problem 

(TSP) is to search the minimum length salesman’s 

tour under the constraint that all given cities are 

visited only once by the salesman. The idea of TSP 

problem has been applied in different fields such as 

routing, computer wiring, paper cutting, social 

networking and scheduling [1-4]. TSP is a NP-

complete problem with discrete control variables [1]. 

For n given cities, the number of possible tours is 

very large that may reach to n!. Thus, many 

researchers have focused their attention on finding 

effective solving methods to the TSP problem. 

In order to solve TSP problem, there are two main 

method groups including exacting methods and 

metaheuristic algorithms. Typical methods in the first 

group must include methods such as branch-and-

bound [5], branch-and-cut [6], lagrangian [7] and 

pseudo-polynomial time exact algorithm [8]. The 

common feature of these methods is that the 

description of the problem is quite complex. In 

addition, for large-scale problems, they can take a 

long time to find the optimal results [9]. In order to 

overcome these disadvantages, more and more 

researchers have focused on applying metaheuristic 

algorithms for TSP problem. By using this group 

method, the description of the TSP problem is quite 

simple. In addition, the metaheuristic methods have 

been proven to be applicable to many large-scale 

problems [9]. Typical methods in this group include 

well-known methods such as Particle Swarm 

Optimization (PSO) [10-12], Genetic Algorithm 

(GA) [13-15], and Ant Colony Optimization (ACO) 

[16-19]. In addition, in recent years, many developed 

new algorithms have been successfully applied to 

TSP problems such as Cuckoo Search (CS) [20, 21], 

Discrete Spider Monkey Optimization (DSMO) [22], 

Harmony Search Algorithm (HSA) [23], Tree-Seed 

algorithm (TSA) [24], Artificial Bee Colony (ABC) 

[25], etc. When using optimization algorithms for the 

optimization problems in general and the TSP 

problem in particular, an issue that needs to be 

examined is the appropriateness of the algorithms for 

that problem because an algorithm can work well for 

the given problem, but it may work bad for another 
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problem [26, 27], Therefore, the study of applying 

new methods for TSP problem is also a problem 

worth considering. 

For solving the TSP problem using the method-

based on metaheuristic algorithms, it can be shown 

that the methods relied on evolutionary and swarm 

intelligence classes are used more commonly than 

other classes. GA is one of the most popular ones in 

the evolutionary algorithms. GA uses crossover 

mechanism to generate new solutions based on 

information of parental pairs that are selected 

naturally. While crossover maintains diversity or 

exploration of the search space, GA's mutation 

creates individuals that have partially different from 

their parents to exploit the search space. For the 

methods based on swarm intelligence, PSO is one of 

the most famous algorithms. In PSO, each particle fly 

in the search space for finding new solutions. This 

process relies on information on itself position and 

the location of the current best particle of the entire 

population. Equilibrium Optimizer (EO) is developed 

based on idea of the mass balance of a control volume 

[28]. Unlike GA and PSO, EO can be classified into 

a physics-based class. However, EO's new solution-

finding mechanisms also have similar characteristics 

to PSO and GA. In EO, each particle’s concentration 

is considered as a candidate solution. The particles’ 

concentration is updated relied on three parts 

consisting of the equilibrium pool, the difference of 

concentration between the current particle and the 

equilibrium state and the generation rate. The 

equilibrium pool contains the best so far particles of 

the population. This technique is similar to the natural 

selection mechanism of GA. Meanwhile, the sharing 

of the equilibrium state information, which is also 

one of the best individuals of the population, with the 

other ones in the second component is similar to the 

PSO that relies on the current best one. In EO, this 

technique helps to explorer the search space. 

Furthermore, the generation rate makes a small 

adjustment to the new solutions that helps EO 

enhance the exploitation of the search space. This 

technique is considered to be similar to GA's 

mutation mechanism [28]. In [28], the performance 

of EO has demonstrated over 58 mathematical 

functions and three engineering problems. However, 

its effect on the TSP problem is still a question 

worthy of attention. Thus, this paper presents 

application of EO for solving the TSP problem. In 

order to fit with the TSP problem, each solution 

vector represents each candidate tour. The index 

vector that describes the arrangement in ascending 

order of the elements of a given solution vector is 

considered as the corresponding tour with the 

solution vector. In addition, the 2-opt algorithm has 

been used to improve the generated solutions of EO. 

The effectiveness of EO is validated on different 

instances consisting of the 14-city, 30-city, 48-city 

and 52-city. Along with comparisons to other 

previous methods in literature, PSO and GA are also 

implemented for comparing with EO. The main 

contributions of this work can be listed as follows: 

(i) EO is the first presented for finding the optimal 

solution for the TSP problem. 

(ii) The 2-opt algorithm has been combined with 

EO to enhance the quality of the solutions. 

(iii) The efficiency of EO method has evaluated 

on the instances including the 14-city, 30-city, 

48-city and 52-city. 

(iv) The efficiency of EO method has been 

compared with PSO and GA. 

(v) The proposed EO method has the better 

performance than PSO and GA as well as some other 

methods in the literature. 

The organization of the paper is listed as follows: 

This section shows the introduction part. The TSP 

problem is defined in section 2. The application of 

EO for the TSP problem is demonstrated in section 3. 

Section 4 shows the numerical results and the 

conclusion part is presented in section 5. 

2. TSP problem 

The TSP problem requires to find the shortest 

possible tour, wherein each city is visited exactly 

once and go back to the origin city. The distances 

between two cities ( 𝑙(𝑐𝑖, 𝑐𝑖+1) ) is determined as 

follows: 

 

𝑙(𝑐𝑖 , 𝑐𝑖+1) = √(𝑥𝑖 − 𝑥𝑖+1)2 + (𝑦𝑖 − 𝑦𝑖+1)2   (1) 

 

Where, 𝑖 = 1,2, … , 𝑛𝑐 with 𝑛𝑐 is the number of cities. 

(𝑥𝑖, 𝑦𝑖  ) and (𝑥𝑖+1, 𝑦𝑖+1 ) are the coordinate of the ith 

and (i+1)th cities in the two-dimensional space. 

Then, objective function of the TSP problem is 

defined as follows: 

 

min 𝑓 = ∑ 𝑙(𝑐𝑖, 𝑐𝑖+1)𝑛𝑐
𝑖=1 + 𝑙(𝑐𝑛𝑐

, 𝑐1) (2) 

 

Where, 𝑓 is the tour length. 𝑙(𝑐𝑛𝑐
, 𝑐1) is the distances 

between the 𝑐𝑛𝑐
th and the 1st cities. 

3. Application of EO for TSP problem 

Step 1: Initialization 

In order to find the best tour for the TSP problem, 

each particle’s concentration presents for a tour. At 

the beginning, the population of concentrations is 

created randomly as follows: 
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𝑐𝑖,𝑗 = 𝑐𝑗,𝑚𝑖𝑛 + 𝑟1(𝑐𝑗,𝑚𝑎𝑥 − 𝑐𝑗,𝑚𝑖𝑛) (3) 

 
Where, 𝑖 = 1,2, … , 𝑁 and 𝑗 = 1,2, … , 𝑛𝑐. 𝑐𝑖,𝑗 is the j-

th variable of the i-th concentration. 𝑐𝑗,𝑚𝑎𝑥 and 𝑐𝑗,𝑚𝑖𝑛 

are high and low limits of the j-th variable, 

respectively. 𝑟1 is a random number in [0, 1]. 𝑁 and 

𝑖𝑠 number of concentrations in the population. 

For solving the TSP problem, the high and low 

limits of each variable are chosen to 1000 and -1000, 

respectively. From the i-th concentration, the 

corresponding tour for the TSP problem is drawn by 

the following steps: The variables in the i-th 

concentration vector are sorted in ascending order. 

Then, the index vector that describes the arrangement 

of the elements of i-th concentration is considered as 

the tour corresponding to the i-th concentration. For 

example, the i-th concentration is {3.5, 2.6, 4.9, 9.8}, 

the corresponding tour will be {2, 1, 3, 4}. This 

technique ensures that each city is only visited once 

in each tour. 

Step 2: Improvement of the created tours 

In order to improve the quality of the generated 

solutions for the TSP problem, the 2-opt technique 

[29] is used to adjust the solutions that generated by 

EO. The 2-opt technique is implemented by cutting 

two edges of the current tour and connect two parts 

to form a new one as shown in Figure. 1. If two cut 

edges are longer than two new ones, the new tour will 

substitute for the current one. The detailed 

implementation steps of the 2-opt technique for 

creating a new solution are described by using 

pseudo-code as shown in Figure. 2. 

From the created population of concentrations, 

the corresponding tours of the concentrations are 

validated the quality by calculating the tour length for 

the corresponding tour of each concentration. Then, 

the candidate concentrations that belong to 

anequilibrium pool are determined. It is noted that the 

equilibrium pool is a set of the best solutions of the 

population. It consists of five individuals, wherein the 

first four individuals are the best individuals in the 

 
Figure. 1 Movement of 2-opt for generating new 

solutions 

1. Input: The tour 

2. Set 𝑙𝑥𝑚𝑖𝑛  = 0  

3. Set i = 0 

4. While i < 𝑛𝑐 do 

5. Set i = i + 1 

6. Set 𝑛1 = 𝑖 and 𝑚1 = 𝑖 − 1 

7. If 𝑚1 = 0 then 

8. Set 𝑚1 =  𝑛𝑐   

9. End if 

10. Set j = i + 2 

11. While j < 𝑛𝑐  do 

12. Set i = i + 1 

13. Set 𝑛2 =  j and 𝑚2 = 𝑛2 − 1  
14. Calculate 𝑙𝑥 = 𝑙(𝑚1, 𝑚2) + 𝑙(𝑚1, 𝑚2) −

𝑙(𝑚1, 𝑛1) − 𝑙(𝑚2, 𝑛2)  

15. If 𝑙𝑥 < 𝑙𝑥𝑚𝑖𝑛 then 

16. Set 𝑙𝑥𝑚𝑖𝑛 =  𝑙𝑥  
17. Save 𝑚1 , 𝑛1 , 𝑚2  and 𝑛2  as positions for 

swapping the tour 

18. End if 

19. End While j 

20. End While i 

21. Swap the tour 𝑡𝑜𝑢𝑟 (𝑛1: 𝑚2) =
reverse (𝑡𝑜𝑢𝑟 (𝑚2: 𝑛1))  

22. Output: The updated tour 

Figure. 2 The 2-opt procedure pseudo code 

 

population and the remaining individual is the mean 

of the four aforementioned ones. 

Step 3: Generate the new population of 

concentrations 

Each individual in the EO population is updated 

based on information of an individual chosen 

randomly from the equilibrium pool, an exponential 

term (E) and a generation rate (G) as follows: 

 

𝑐𝑖 = 𝑐𝑒𝑞 + (𝑐𝑖 − 𝑐𝑒𝑞)𝐸 +
𝐺

𝜆
(1 − 𝐸) (4) 

 
Where, 𝑐𝑒𝑞  is a concentration selected randomly 

from the equilibrium pool. 𝜆 is a random vector in [0, 

1].  

In the above equation, E is the exponential vector 

that helps EO to poise between exploration and 

exploitation meanwhile G is the generation rate 

vector support EO to improve exploitation ability 

[28]. The E and G vectors are defined as follows:  

 

𝐸 = 𝑎. 𝑠𝑖𝑔𝑛(𝑟 − 0.5)(𝑒−𝜆.𝑡 − 1) (5) 

 
Where, 𝑎  is a constant number chosen to 2. 𝑟  is a 

random vector in [0, 1]. 𝑠𝑖𝑔𝑛 is the sign function that 

return 1, 0 and -1 if the corresponding argument is 

greater, equals and less than 0, respectively. 𝑡 is a 

function that dependents on the number of current 

iterations (𝑖𝑡) and the maximum number of iterations 

(𝑖𝑡𝑚𝑎𝑥) determined as follows: 
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𝑡 = (1 −
𝑖𝑡

𝑖𝑡𝑚𝑎𝑥
)

(
𝑖𝑡

𝑖𝑡𝑚𝑎𝑥
)
                     (6) 

 
For G vector, it is determined as follows: 

 

𝐺 = 𝐺0𝐸                                 (7) 

 
Where, 𝐺0 is an initial value of the decay process that 

is defined as follows: 

 

𝐺0 = 𝛿(𝑐𝑒𝑞 − 𝜆𝑐𝑖)                        (8) 

 

Where, 𝛿  is the parameter of controlling the 

generation. It is determined as follows: 

 

𝛿 = {
0.5𝑟𝑎𝑛𝑑(0,1);  𝑖𝑓 𝑟𝑎𝑛𝑑(0,1) ≥ 0.5
0                       ;  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                

        (9) 

 
As mentioned in the aforementioned part, using 

the information of the best particles in the equilibrium 

pool to create a new particle is similar to GA's natural 

selection mechanism. In addition, the information 

sharing of the best particles is in the second 

component of (4) which acts as a PSO, and the third 

component of (4) acts as a minor regulator to induce 

the mutation in the new particle like the GA mutation 

mechanism. This combination will help EO be able 

to better explore and exploit the search space than GA 

and PSO. 

Step 4: Update the equilibrium pool 

The new concentrations are checked and adjusted 

their boundaries to ensure the permitted range of 

them as follows: 

 

𝑐𝑖,𝑗 = {

𝑐𝑗,𝑚𝑎𝑥; if 𝑐𝑖,𝑗 > 𝑐𝑗,𝑚𝑎𝑥

𝑐𝑗,𝑚𝑖𝑛;  if 𝑐𝑖,𝑗 < 𝑐𝑗,𝑚𝑖𝑛

𝑐𝑖,𝑗     ; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒      

 (10) 

 

Then, the new population of concentrations is 

evaluated the quality by calculating the tour length 

for the corresponding tour of each concentration. 

Then, the equilibrium pool is updated as follows: 

 

𝑐𝑖 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 {

𝑐𝑒𝑞,1; 𝑖𝑓 𝑓(𝑐𝑖)<𝑓(𝑐𝑒𝑞,1)                             

𝑐𝑒𝑞,2; 𝑒𝑙𝑠𝑒𝑖𝑓 𝑓(𝑐𝑒𝑞,1)<𝑓(𝑐𝑖)<𝑓(𝑐𝑒𝑞,2)

𝑐𝑒𝑞,3; 𝑒𝑙𝑠𝑒𝑖𝑓 𝑓(𝑐𝑒𝑞,2)<𝑓(𝑐𝑖)<𝑓(𝑐𝑒𝑞,3)

𝑐𝑒𝑞,4; 𝑒𝑙𝑠𝑒𝑖𝑓 𝑓(𝑐𝑒𝑞,3)<𝑓(𝑐𝑖)<𝑓(𝑐𝑒𝑞,4)

 (11) 

 

Not only the concentrations in the equilibrium pool 

are updated according to 𝑐𝑖, but their corresponding 

fitness function value is also updated according to 

𝑓(𝑐𝑖)  when the updated conditions in the above 

equation are met. 

Figure. 3 The EO procedure pseudo code for the TSP 

problem 

 

Step 5: Check the stop condition for searching the 

optimal solution 

The process of generating new concentrations 

and updating the equilibrium pool are executed until 

the number of current iterations reaches to the 

maximum number of iterations. The EO pseudo code 

for the TSP problem is presented in Figure. 3. 

4. Numerical results and discussions 

The method of finding the best tour based on EO 

is developed on the MATLAB 2016 and executed on 

the computer with 8GB RAM, CPU core i5, 2.4GHz. 

In order to validate the efficiency of EO, two well-

known methods based on PSO [30] and GA [31] are 

also implemented for comparing with the proposed 

EO method. Three methods are used to find the best 

tour for four instances including 14-city, 30-city, 48-

city and 52-city [32,33]. For the 14-city and 30-city,

Set the parameters consisting of N, 𝑛𝑐 and 𝑖𝑡𝑚𝑎𝑥  

Generate random population of concentrations using 

(3) 

Update the population by executing the 2-opt for each 

concentration 

Evaluate the fitness value of each concentration 𝑓(𝑐𝑖) 

using (2) 

Determine the four best concentrations and assign to 

𝑐𝑒𝑞,1, 𝑐𝑒𝑞,2, 𝑐𝑒𝑞,3 and 𝑐𝑒𝑞,4 

Calculate the 𝑐𝑒𝑞,5 by getting the mean of 𝑐𝑒𝑞,1, 𝑐𝑒𝑞,2, 

𝑐𝑒𝑞,3 and 𝑐𝑒𝑞,4 

Set it = 1 

While 𝑖𝑡 < 𝑖𝑡𝑚𝑎𝑥  do 

Determine 𝑡 value using (6) 

For 𝑖 = 1 to N do 

Create random vector 𝑟 and 𝜆 

Calculate the E vector using (5) 

Determine the 𝛿 value using (9) 

Calculate the 𝐺0vector using (8) 

Calculate the G vector using (7) 

Update the new concentration 𝑐𝑖 using (4) 

End for 

For 𝑖 = 1 to N do 

Check and adjust the boundaries of the new 

concentration 𝑐𝑖 using (10) 

Update the new concentration 𝑐𝑖 using the 

2-opt procedure 

Evaluate the fitness value of the new 

concentration 𝑐𝑖 using (2) 

Update the 𝑐𝑒𝑞,1, 𝑐𝑒𝑞,2, 𝑐𝑒𝑞,3, 𝑐𝑒𝑞,4 using (11) 

End for 

Determine the 𝑐𝑒𝑞,5 by getting the mean of 

𝑐𝑒𝑞,1, 𝑐𝑒𝑞,2, 𝑐𝑒𝑞,3 and 𝑐𝑒𝑞,4 

Increase the current iteration 𝑖𝑡 by 1. 

End while 

Output: the optimal solution 𝑐𝑒𝑞,1 and its fitness value 
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Figure. 4 The best tour for the 14-city problem

 
Figure. 5 The performance of EO, PSO and GA for the 14-city problem 

 

48-city and 52-city [32,33]. For the 14-city and 30-

city instances, the control parameters consisting of 

population size and maximum number of iterations 

for all methods are set to {10, 50}. For the 48-city and 

52-city instances, they are set to {40, 500}. The extra 

control parameters of GA consisting of nature 

selection and mutation rates are set to default values 

of 0.5 and 0.2, respectively [31]. The constants C1 

and C2 of PSO are also set to default values 2 [30]. 

The comparison results among EO, PSO and GA 

in 30 independent runs for the instances are shown in 

Table 1. and Figures. 4 to 11. The results show that 

for the 14-city case, all of three methods have 

determined the shortest tour as shown in Figure. 4. In 

each run, all three methods have found the optimal 

solution corresponding to the mean value of the 

fitness function equal to the maximum one and the 

standard deviation (STD) is equal to zero. 

Convergence characteristics of the three methods and 

the box plot of three methods for the 14-city case 

obtained in Figure. 5 show that the efficiency of EO, 

PSO and GA for the 14-city instance is similar. 

For the 30-city instance, in 30 independent runs, all 

three methods have also determined the best solution 

as shown in Figure. 6. However, the static results in 

Table 1. and Figure. 7 show that the effect of EO and  

Table 1. The comparison results among EO, PSO and GA for the cities 

Cities Method Max Min Mean STD Run time (s) Best known tour 

14 EO 30.8785 30.8785 30.8785 0 0.39948 30.8785 

 PSO 30.8785 30.8785 30.8785 0 0.6651 - 

 GA 30.8785 30.8785 30.8785 0 0.41146 - 

30 EO 424.6918 423.7406 423.7723 0.1736 1.6349 423.7406 

 PSO 482.749 423.7406 447.2276 20.6853 1.3526 - 

 GA 423.7406  423.7406  423.7406 0 1.7036 - 

48 EO 34195.8573 33523.7085  33793.6249 199.9462 137.8656 33522 

 PSO 53782.8373 34473.2885 45512.1997 6645.0328 124.9417 - 

 GA 34242.7578 33523.7085 33834.2566 231.1495 119.3604 - 

52 EO 7962.1491 7544.3659 7618.7714 146.1061 165.912 7542 

 PSO 12413.1922 7819.17327 10868.9774 1719.56595 140.3786 - 

 GA 8043.6809 7544.3659 7644.7747 146.4246 133.1328 - 
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Figure. 6 The best tour for the 30-city problem 

 

 
(a)                                                                    (b) 

Figure. 7 The performance of EO, PSO and GA for the 30-city problem: (a) mean convergence curve and (b) box plot 

 

GA is similar whereas the efficiency of EO superiors 

to that of PSO. Specifically, the mean and STD 

values of EO are 23.4553 and 20.5117 lower than that 

of PSO, respectively. For the 30-city instance, in 30 

independent runs, all three methods have also 

determined the best solution as shown in Figure. 6. 

However, the static results in Tables 1. and Figure. 7 

show that the effect of EO and GA is similar whereas 

the efficiency of EO superiors to that of PSO. 

Specifically, the mean and STD values of EO are 

23.4553 and 20.5117 lower than that of PSO, 

respectively. 

For the 48-city case, both EO and GA have 

determined the same tour as shown in Figure. 8 

whereas PSO has found only the route that is 949.58 

longer than that of EO and GA. In addition, the mean 

and STD of PSO are also much higher than that of 

EO and GA. Convergence characteristics and the box 

plot of three methods in Figure. 9 show that the 

efficiency of PSO is inferior to that of EO and GA. 

The comparison result between EO and GA shows 

that the efficiency of EO is slightly better than GA.  

 

 

 
Figure. 8 The best tour of EO, PSO and GA for the 48-city problem 

 

 
(a)                                                                    (b) 

Figure. 9 The performance of EO, PSO and GA for the 48-city problem: (a) mean convergence curve and (b) box plot

Table 2. The comparisons of AEO with other methods for the instances  
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Cities Method 𝒇𝒎𝒊𝒏 𝒇𝒎𝒆𝒂𝒏 STD 

14 EO 30.8785 30.8785 0 

DSMO [22] 30.8785 - - 

CPSO [11] 30.8785 30.9245 - 

30 EO 423.7406 423.7723 0.1736 

CPSO [11] 423.7406 432.2231 - 

ABC [24] 423.74 462.55 12.47 

DTSA [24] 423.74 428.50 4.21 

ABC-RS [34]  439.83 477.86 - 

48 EO 33523.7085  33793.6249 199.9462 

CPSO [11] 33534 34556 - 

GA-PSO-ACO [35] 33524 33662 - 

SOS-SA [36] 33523 33539.68 - 

DIWO [37] 33523 - - 

52 EO 7544.3659 7618.7714 146.1061 

SA [24] 8186.40 8983.80 380.10 

ACO [24] 8240.40  8777.60  267.11 

STA [24] 7544.40  8247.20  273.45 

DTSA [24] 7542 7761.6 62.8594 

GA-PSO-ACO [35] 7544.37 7544.37 - 

SOS-SA [36] 7540 7541 - 

The better performance of EO is represented by 

the smaller mean and STD values of EO compared to 

GA. This demonstrates a good effect of EO for 

problems with a large number of cities. For the 52-

city instance, the results in Table 1., Figure. 10 and 

Figure. 11 show that the EO efficiency is the best 

compared to PSO and GA. Specifically, in 30 runs, 

although both EO and GA determined the best 

solution, the mean value and STD of EO are smaller 

than that of GA whereas PSO have not been able to 

determine the optimal solution for problem. This 

result shows that EO is effective tool for the TSP 

problem.  

Table 2. shows the compared results of EO with 

other methods in literature. For the 14-city instance, 

the result gained by EO is identical to that of DSMO 

[22] and Chaotic Particle Swarm Optimization 

(CPSO) [11] but the mean value of EO is smaller than 

that of CPSO [11]. For the 30-city case, the best tour 

obtained by EO is better than that of Random Swap 

Artificial Bee Colony (ABC-RS) [34] and similar to 

that of CPSO [11], ABC [24], Discrete Tree-Seed 

Algorithm (DTSA) [24]. 

In addition, the mean fitness value gained by EO 

is the lowest in the compared methods. For the 48-

city problem, the best tour gained by EO is identical 

to that of Simulated Annealing-Symbiotic Organisms 

Search (SOS-SA) [36], Discrete Invasive Weed 

Optimization (DIWO) [37] and better than that of 

CPSO [11] and hybrid GA-PSO-ACO [35]. For the 

52-city case, the performance of EO is worse than 

DTSA [24] and SOS-SA [36] in term of the obtained 

best solution. However, the obtained solution of EO 

is similar to that of State Transition Algorithm (STA) 

[24] and GA-PSO-ACO [35] and better than that of 

Simulated Annealing (SA) [24], ACO [24]. These 

results show the high potential of the EO method for 

finding the best solution to the TSP problem. 

 

 
Figure. 10 The best tour of EO, PSO and GA for the 52-city problem
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(a)                                                                    (b) 

Figure. 11 The performance of EO, PSO and GA for the 52-city problem: (a) mean convergence curve and (b) box plot 

 

5. Conclusion 

This paper shows the application of EO for 

solving the TSP problem. In order to find the best 

solution for the TSP problem, the index vector that 

describes the arrangement of the variables of solution 

vector is considered as the corresponding tour. In 

addition, the generated new solutions are adjusted by 

the 2-opt procedure to enhance the quality of the 

solutions. The performance of EO is validated on four 

instances consisting of the 14-city, 30-city, 48-city 

and 52-city. In addition, PSO and GA are also 

implemented for comparing with the proposed EO 

method. The calculated results show that EO 

outperforms to PSO and has the better performance 

than GA in the large-scale instances. For the 48-city 

and 52-city problems, EO has found the tours which 

are 949.58 and 274.807 respectively shorter than 

those of PSO. In addition, the mean and STD values 

obtained by EO are {11718.6, 6445.09} for the 48-

city and {3250.21, 1573.46} for the 52-city also 

lower than those of PSO. For GA, although both of 

GA and EO have found the best tour, the mean and 

STD values gained by EO is {40.6317, 31.2033} for 

the 48-city and {26.0033, 0.3185} for the 52-city 

lower than those of GA. In addition, EO has also 

obtained the better results than many previous 

methods in literature. Thus, EO is one of potential 

methods for solving the TSP problem. For future 

studies, EO can be implemented to find the optimal 

solution for the larger-scale TSP problem or real 

applications.  
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