
Received:  May 1, 2021.     Revised: July 7 2021.                                                                                                             259 

International Journal of Intelligent Engineering and Systems, Vol.14, No.5, 2021           DOI: 10.22266/ijies2021.1031.24 

 

 
A Feature Extraction Approach for Multi-Object Detection Using HoG and LTP 

 

Eisha Akanksha1*          Pamarthi Rama Koteswara Rao2 

 
1Department of Electronics & Communication, CMR Institute of Technology, Bengaluru 560037, India 

2Department of Electronics and Communications, NRI Institute of Technology, Pothavarappadu, Krishna Dt, India 

* Corresponding author’s Email: Eisha.a@cmrit.ac.in 

 

 
Abstract: In the field of computer vision, object detection is getting more attention due to its huge applications in 

visual monitoring. Multiple object detection identifies the position of objects or regions of objects in the image or 

videos. Many methods were developed for detecting multiple objects, but the overall detection accuracy of those 

methods was limited due to the congested environment, complex background, and similarities between the objects. 

To solve such an issue, this research study proposed the feature extraction method for multiple object detection using 

Histogram of Oriented Gradient (HOG) with Local Ternary Pattern (LTP). The Caltech 101 dataset is used in the 

proposed method where the images are converted to LAB. The process of feature extraction takes place by using the 

proposed HoG and LTP to detect prominent regions from the image. Further, the obtained features are fused by using 

Deep Convolutional Neural Network (D-CNN) and then forwarded to Region-based Convolutional Neural Network 

(R-CNN) to detect the multiple objects. The proposed HoG and LTP feature extraction method has the advantages of 

improving the classification accuracy by effectively extracting the oriented features and texture features. The proposed 

method achieved better accuracy of 92.48%, whereas the existing Multi-Object Detection and Tracking (MODT) 

method achieved an accuracy of 76.23% for the detection of multiple objects. 

Keywords: Computer vision, Deep convolutional neural network, Local ternary pattern, Object detection, Region-

based convolutional neural network. 
 

 

1. Introduction 

Object detection is an important extensive 

research issue in the field of computer vision with an 

enormous range of applications like autonomous 

driving, advanced driving assistant system, robotic 

visions, augmented reality, etc. [1]. The main task of 

object detection is to identify the category and 

position or regions of specific objects in images and 

videos.  Generally, it is considered as a necessary step 

to narrow down the object related to the vision 

process like visual tracking, re-identification of 

person, and segmentation of semantics [2]. The 

object detection method utilizes different types of 

shape patterns for the evidence to identify interesting 

objects in images or videos. The object identification 

models are trained with the patterns of shapes which 

present a similar category of objects to differentiate 

among various categories. But, it is difficult for a 

system to identify every appearance of an object 

accurately, because the features of fundamental 

object shapes, object poses, and angles of view vary 

greatly [3]. Multiple object detection aims to identify 

the trajectory of objects based on similarities between 

the sequence of images or videos. Initially, target 

objects are detected in multiple object detection and 

track the algorithm to evaluate the trajectory of 

objects by utilizing the outcome of detection [4]. The 

multiple object detection with tracking makes use of 

associated data of existing track and new 

identification from each frame, which forms the 

trajectory of multiple objects. So, the outcome of data 

association produces series of detection with unique 

identities [5].  

Multiple object identification is a challenging 

process of objects that include similar appearances. 

In this scenario, the objects in motion are the cue for 

discriminating and tracking the various objects. 

When single moving cameras are utilized, the 
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observable cues of motion are contaminated by the 

movement of the global camera which is not 

detectable [6]. Object detection proposed a challenge 

due to degraded qualities of images such as blurriness 

in motion and defocus on videos which leads to 

unstable classification for similar objects [7]. The 

many object detection method has been developed 

based on deep learning like Convolutional Neural 

Network (CNN) [8], faster region-based CNN [9], 

spatial pyramid pooling network [10], region-based 

Fully CNN [11], You Only Look Once (YOLO) [12], 

Feature Pyramid Network (FPN) [13]. The existing 

techniques detect the objects effectively in certain 

labeled images which required assigning positions 

and classes of objects and background distributors. 

However, the assignment process was laborious and 

time-consuming when the objects were annotated 

manually [14]. The existing sliding window object 

detection method suffered from drawbacks such as 

the handcrafted features include limited 

representational power to detect the objects 

accurately. Further, CNN achieved success in object 

detection by improving the performance over the 

traditional approach. But, due to challenging 

environments such as object occlusion, larger 

variation in object scale, and poor light conditions the 

CNN detector was not achieved good accuracy.[15].  

To solve such an issue, a proposed feature extraction-

based method using HoG and LTP for multi-object 

detection. The CALTECH101 dataset is utilized in 

the proposed HoG and LTP method which is 

subjected for RGB to LAB Conversion. Then, the 

features are extracted from LAB-converted images 

using HoG and LTP . The proposed HoG and LTP 

method effectively extracts the oriented features and 

texture features from LAB converted images thereby 

improves the accuracy of classification. The 

proposed HoG and LTP method identifies the similar 

appearance objects from the images effectively. The 

prominent features from HoG and LTP are fused into 

one matrix by utilizing DCNN and forwarded to R-

CNN to detect multiple objects.  

The paper is organized as follows, the survey of 

existing techniques based on object detection is 

reviewed in Section 2, proposed feature extraction 

method by using HoG and LTP for multi-object 

detection is explained in Section 3. The experimental 

results and discussion is described in Section 4 and 

the conclusion of the proposed method is present in 

Section 4. 

2. Literature review 

The existing techniques based on object detection 

with their advantages and disadvantages are reviewed 

and described in this section. 

Elhoseny [16] developed a MODT model for the 

video surveillance system. The MODT method 

utilized the optimal Kalman filtering method to track 

the motion of an object in a video frame. The videos 

were converted into morphological operations based 

on the total number of frames that utilized the 

growing region of the model. The Kalman filtering 

was applied after separating the objects by using a 

probability-based grasshopper approach to optimize 

the parameters of the objects that detect in every 

frame with similar calculation. The MODT method 

identified the objects that were moving in images 

without noise and under a lower level of illumination. 

However, the Kalman filter utilized showed severe 

occlusion in objects which reduced the rate of 

detection. 

Fu et.al. [17] developed a region-based 

Convolutional Neural Network Framework for 

arbitrary and multi-scale object identification in 

remote sensing images. The feature fusion 

architecture was developed to extract the features of 

detection in Region of Interest (RoI) wise. The 

Oriented Region Proposal Network (RPN-O) was 

established to get the accurate position of arbitrary 

oriented objects and adopted RoI pooling to avoid the 

orientation changes. The developed CNN framework 

was robust to objects in the remote sensing images 

added the anchors with extra scales and angles for 

RPN to improve in detection. But, the developed 

feature fusion method was not able to identify similar 

appearances and suffered from detecting the 

background of images which reduced the 

performance of object detection.  

Rashid et al. [18] developed a fusion strategy, 

joint selection based on deep CNN and Scale-

Invariant Features Transform (SIFT) for object 

detection and classification. Initially, it implemented 

the improved salient approach to get the point 

features and deep CNN features from the two models 

like AlexNet and VGG. To select the effective 

features, the reyni entropy controlled technique was 

used based on deep CNN pooling and point matrix of 

SIFT. At last, the selected features are combined with 

the matrix in a series which was transferred to an 

ensemble classifier.  The developed method was 

automatically detected with the labeled objects from 

a larger number of image data which reduced human 

intervention. However, the reyni entropy method 

showed a problem in selecting the features because 

the size of inputs was different for every model.   

Huang et.al. [19] developed dense connection and 

spatial pyramid pooling based YOLO method for the 

detection of an object. The dense connection method 

is utilized to optimize the connection of the backbone 
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network structure. The improved spatial pyramid 

pooling was established to be concatenated to pool 

the regional feature of various scales in similar 

convolutional layers with lesser location error. The 

loss functions such as mean square error loss and 

cross-entropy were used for training as well as 

detection of objects. The detection rate was improved 

by strengthening the propagation of features and 

provided various information flow in the network. 

However, the developed method has not augmented 

the dataset properly and showed lesser accuracy in 

detecting the objects due to large-scale variance, 

complex environments, and rotational variations. 

Cai and Vasconcelos [20] developed a cascade 

Region-based CNN method for a higher quality of 

object detection and segmentation. The cascade is 

applied for the inference to remove the mismatched 

quality of detectors and hypotheses. The resampling 

approach significantly improves the quality of the 

hypothesis, which provided the positive training set 

with similar sizes for every detector and minimizes 

the overfitting problem. However, the developed 

method maximized the diversity of samples that are 

used to predict the masked object as the segmentation 

process was a patch-based operation that includes a 

larger number of highly overlapping instances.  

3. Proposed methodology  

In this research, proposed a feature extraction 

method by using HoG and LTP for multi-object 

detection. The caltech101 dataset is used in the 

proposed method for multi-object detection. The Red 

Green Blue (RGB) color space of the dataset is 

converted into the LAB. The process of feature 

extraction takes place by using Histogram of 

Oriented Gradient (HOG) to detect salient regions 

from the image and the obtained features are fused by 

using D-CNN. The R-CNN is used in the proposed 

method to classify the feature vectors obtained from 

the process of fusion to detect the objects. The block 

diagram of the proposed feature extraction method 

using HoG and LTP for multi-object detection is 

shown in Fig. 1. 

3.1 Dataset 

The caltech101 dataset is used in the proposed 

method for multi-object detection. The Caltech 101 

dataset is the digital images created in September 

2003 at the California Institute of technology which 

was compiled by Fei-Fei Li. The Caltech 101 

includes 9146 images which are split between 101 

different categories of objects such as watches, faces, 

ants, piano, etc. and includes background or clutter  

 

 

Figure. 1 The block diagram of the proposed feature 

extraction method by using HoG and LTP for object 

detection. 

 

categories. The categories of every object 

includebetween 40 to 800 images where the category 

of faces utilizes more images than another category. 

Every image is of the pixels 300×200, the images of 

oriented objects like motorcycles and aeroplane are 

mirrored from left to right-aligned and the vertically 

oriented images like buildings are rotated on the off-

axis.  The images are provided with a set of 

annotations that describes the outlines of images with 

script in Matlab for viewing. The sample images of 

the CALTECH101 dataset are shown in Fig. 2. 

3.2 Preprocessing:  

The Red Green Blue (RGB) colour space of the 

dataset is converted into LAB to make the colours in 

the image look more vibrant which helps in extracting 

the features effectively. Where L in LAB stands for 

lightness or luminance, A and B are the chromatic 

components of colour like RGB and yellow. In the 

proposed method, the LAB colour conversion 

identifies the colours in three dimensions which 

consist as  𝐿 denotes luminance, 𝐴 and 𝐵 denotes the 

components of colour like green-red and blue-yellow 

correspondingly. The 𝐿 channel is bright white with 

the value of 100, dark black with the value of 0 and  
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Figure. 2 The sample images of the CALTECH101 dataset 

 

the channels of 𝐴, 𝐵 shows the natural value of RGB 

image [13]. 

Let the input of RGB image be 𝑈(𝑖, 𝑗) of length 

𝑀 × 𝑁, converts RGB to LAB, initially RGB to XYZ 

conversion is carried out to obtain various RGB color 

space in a similar way. The XYZ color space 

describes every color that are visible to humans. In 

XYZ color space, X represents color chromaticity, Y 

represents the luminance and Z represents the color 

blue. XYZ conversion takes place by using Eq. (1). 

 

[

𝜑(𝑋)
𝜑(𝑌)
𝜑(𝑍)

] = [𝑀 × 𝑁] [

𝜑𝑟

𝜑𝑔

𝜑𝑏

]           (1) 

 

Where, 𝜑(𝑋) is the channel of 𝑋 extracted from 

red 𝜑(𝑋) , 𝜑(𝑌) is the channel of 𝑌  extracted from 

green 𝜑(𝑌) and 𝜑(𝑍) is the channel of 𝑍  extracted 

from blue 𝜑(𝑍). The red, green and blue channels are 

defined as shown in Eqs. (2-4). 

 

𝜑𝑟 = ∑
𝜑𝑘

∆𝑘
, 𝑘𝑘=1 = 𝑅𝑒𝑑    (2) 

 

𝜑𝑔 = ∑
𝜑𝑘

∆𝑘
, 𝑘𝑘=1 = 𝐺𝑟𝑒𝑒𝑛                (3) 

 

𝜑𝑏 = ∑
𝜑𝑘

∆𝑘
, 𝑘𝑘=1 = 𝐵𝑙𝑢𝑒                (4) 

 

Where, 𝜑𝑟, 𝜑𝑔  and  𝜑𝑏  are the channels of red, 

green and blue. 𝑘 is the coefficient that depends on 

the illuminants of a channel. The coefficient of 𝑘 

depends on illuminants and varies from 70 to 175. The 

conversion of LAB is defined from Eqs. (5-8).  

 

𝜑∗𝐿 = 𝛽1(𝑓𝑦 − 16), 𝛽1 = 116  (5) 

 

𝜑∗𝐴 = 𝛽2(𝑓𝑥 − 𝑓𝑦), 𝛽2 = 500  (6) 

 

𝜑∗𝐵 = 𝛽3(𝑓𝑦 − 𝑓𝑧), 𝛽3 = 200   (7) 

 

𝜑(𝐿∗𝐴∗𝐵) = (𝜑∗𝐿 + 𝜑∗𝐴 + 𝜑∗𝐵)  (8) 

 

where,  𝜑(𝐿∗𝐴∗𝐵)  is the LAB converted image, 

 𝜑∗𝐿 , 𝜑∗𝐴, 𝜑∗𝐵 are the channels of light and chromatic 

components, 𝛽1, 𝛽2, 𝛽3 are the standard colorimetric 

values, The functions  𝑓𝑥 , 𝑓𝑦 and 𝑓𝑧 are considered in 

two ways to prevent infinite loop such as 𝑥 = 0. The 

function is assumed linear below 𝑥 = 𝑥𝑟 and assumed 

to match the √𝑥𝑟
3  part for the function at 𝑥𝑟  in both 

value and slope. The linear functions 𝑓𝑥 , 𝑓𝑦 and 𝑓𝑧 are 

calculated as shown in Eqs. (8-10). 

 

𝑓𝑥 = {√𝑥𝑟|3 𝑘𝑥𝑟+16

116
, → 𝑥𝑟 >∈ |𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒} , 𝑥𝑟 =

𝑥

𝑥𝑟
         (8) 

 

𝑓𝑦 = {√𝑦𝑟|3 𝑘𝑦𝑟+16

116
, → 𝑦𝑟 >∈ |𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒} , 𝑦𝑟 =

𝑦

𝑦𝑟
             (9) 

 

𝑓𝑧 = {√𝑧𝑟|3 𝑘𝑧𝑟+16

116
, → 𝑧𝑟 >∈ |𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒} , 𝑧𝑟 =

𝑧

𝑧𝑟
                             (10) 

 

Where, 𝑥, 𝑦, 𝑧 are the color stimulus, 𝑥𝑟 , 𝑦𝑟, 𝑧𝑟 are 

the specific white achromatic reference illuminants. 

The obtained LAB images are forwarded for the 

process of feature extraction to extract the oriented 

and texture features which are effective in detecting 

the multiple objects from images. 
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3.3 Feature extraction 

After converting the images from RGB to LAB, 

the process of feature extraction takes place by using 

Histogram of Oriented Gradient (HOG) and Local 

Ternary Pattern (LTP) to extract the oriented features 

and texture features from LAB converted images, 

which improves the accuracy of detection. 

3.3.1. Histogram of oriented gradient (HOG) 

The histogram counts the number of occurrences 

with gradients orientation in the region of local spatial 

of an image which is called a cell. By extracting the 

features of HOG, the gradients of images are 

calculated by creating the histogram of orientation at 

every cell. The histograms obtained from each cell are 

normalized that gives the HOG descriptor of 

particular blocks. The steps involved in the HOG 

feature extraction are described below. 

Initially, the LAB frames are converted to 

grayscale that is followed by computation of gradients 

by convoluting the images into horizontal and vertical 

mask such as [−1 0 1] 𝑎𝑛𝑑 [−1 0 1]𝑇. The gradients 

of horizontal and vertical masks are represented as 

shown in Eqs. (11, 12). 

 

𝐺𝑥(𝑥, 𝑦, 𝑧) = [−1 0 1] ∗ 𝜑(𝐿∗𝐴∗𝐵)             (11) 

 

𝐺𝑦(𝑥, 𝑦, 𝑧) = [−1 0 1]𝑇 × 𝜑(𝐿∗𝐴∗𝐵)             (12) 

 

Where, 𝐺𝑥(𝑥, 𝑦, 𝑧),  𝐺𝑦(𝑥, 𝑦, 𝑧)  are the gradients 

of vertical and horizontal masks, × is the convolution, 

𝜑(𝐿∗𝐴∗𝐵) is the preprocessed image obtained from 

converting RGB to LAB. the 𝜃 orientation at every 

pixel is computed using a ratio of gradients in 

horizontal and vertical directions which is shown in 

Eq. (13). 

 

𝜃(𝑥, 𝑦) = arctan
𝐺𝑥(𝑥,𝑦,𝑧)

𝐺𝑦(𝑥,𝑦,𝑧)
                 (13) 

 

Further, every block is divided into 𝑀 × 𝑁 cells, 

where 𝑀 ≤ 𝑁.  For every cell, pixels will be 

calculated by weighted vote which are the gradients 

of magnitude at every pixel and the votes were 

accumulated in the bins of orientation. The bins 𝐿 are 

spaced among 𝑜0 𝑡𝑜 1800 for the unsigned gradients 

or 00  to 3600  for signed gradients and 𝐿𝑡ℎ  value of 

bins which is shown in Eq. (14). 

 

Ω𝑙(𝑥, 𝑦, 𝑧) = {
𝐺(𝑥, 𝑦, 𝑧)     𝑖𝑓 𝜃(𝑥, 𝑦) ∈ 𝑏𝑖𝑛𝐿

0                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (14) 

 

Where, 

 𝐺(𝑥, 𝑦, 𝑧) =√𝐺𝑥(𝑥, 𝑦, 𝑧)2 + 𝐺𝑦(𝑥, 𝑦, 𝑧)2  

 

it is the magnitude of gradients at the pixels 

(𝑥, 𝑦, 𝑧). The HOG features are extracted from every 

cell as the generated features that are equal to a 

number of bins and features are normalized as shown 

in Eq. (15). 

 

𝑁𝑓 =
(∑ 𝐺(𝑥,𝑦,𝑧)+𝜖)(𝑥,𝑦,𝑧)∈𝐵𝑙𝑜𝑐𝑘

(∑ 𝐺(𝑥,𝑦,𝑧)+𝜖(𝑥,𝑦,𝑧)∈𝐵𝑙𝑜𝑐𝑘 )
              (15) 

 

where, 𝑁𝑓  is normalized histogram features, the 

normalized features of every cell in the block from 

dimension vector are equal to the product numbers of 

oriented bins and overall cells in a block which is a 

final descriptor of a block.  

3.3.2. Local ternary patterns (LTP) 

The LTP has a three-valued texture operator with 

efficient and simple descriptors for describing the 

features. The image pixels are labelled by determining 

the threshold in the specific neighbor of every pixel 

with a centred value multiplied by the power of 2 and 

added to generate a new label or value for the centred 

pixel. The LTP is considered as an extension of LBP, 

instead of thresholding based on centred pixel values 

of neighbor. The threshold 𝑡 will be defined as pixel 

values within the range of −𝑡  to +𝑡  which is 

considered to assign the value of zero to pixels. The 

value of 1 will be assigned to the pixels if the value is 

higher than the threshold value and the value of -1 is 

lesser than the centred pixels value. The evaluation of 

the LTP operator is explained in Eq. (16).  

 

𝐿𝑇𝑃(𝑖) = {

1      𝑖𝑓 𝑝𝑖 − 𝑝𝑐 ≥ 𝑡

   0      𝑖𝑓 |𝑝𝑖 − 𝑝𝑐| < 𝑡
 −1      𝑖𝑓 𝑝𝑖 − 𝑝𝑐 ≤ −𝑡

              (16) 

 

Where, 𝑡 is the user-specified threshold, 𝑝𝑖 is the 

pixel values in neighbor and 𝑝𝑐  is the central pixel 

value. The LTP obtains the texture operators which 

are less sensitive to noise because it will not be based 

on the value of centered pixels and not strictly 

invariant to transformations of gray level. The LTP 

value is divided among two sub-LBP channels such 

as upper LTP and lower LTP. The upper LTP are 

obtained by replacing the negative value into original 

LTP values with 0. The lower LTP are obtained in two 

step such as by replacing every value of 1 into the 

original LTP to get the value as 0, then the negative 

values are changed to 1. 

From Hog and LTP, the normalized histogram-

oriented features and texture features are obtained 
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from the LAB image. The features of HoG and LTP 

are fused into one matrix to get features vector by 

using Deep Convolutional Neural Network(D-CNN).  

3.4 Feature fusion 

After extracting the features, the obtained features 

from the proposed HoG and LTP are fused by using 

the D-CNN. The fusion process is adopted to extract 

the advantage of several patterns of descriptors that 

increases the accuracy.  

3.4.1. Deep convolutional neural network (D-CNN) 

CNN provides more attention to the identification 

of objects due to the ability to automatically finding 

certain features in the different categorizations of 

images. CNN includes 4 types of layers such as, the 

input images are passed and computed by the neurons 

by convolutional layers that are connected with the 

inputs' local regions. The neurons are calculated based 

on dot product among lesser weights and region 

which is connected with input volume. The activation 

is undergone by utilizing ReLU layers and it will not 

change the dimensions of input images.  Pooling 

layers are performed to decrease the effect of noise 

among the extracted features. Finally, the higher 

levels of features are determined by utilizing the Fully 

Connected (FC) layer. The VGG19 and AlexNet are 

utilized in the proposed  HoG and LTP with D-CNN 

for feature extraction. The AlexNet deep CNN 

consists of 5 convolutional layers, 3 pooling layers 

and 3 FC layers with softmax classification functions. 

The VGG19 network includes 16 convolutional layers, 

3 FC layers and 19 learnable weight layers with the 

softmax function. The dropout regularization will be 

utilized by VGG19 in the FC layer and utilizes ReLU 

activation functions in the convolutional layer. These 

two models include convolutional, pooling, ReLU, 

normalization, and FC layer. The convolutional layer 

extracts the local features from images as shown in Eq. 

(17). 

 

𝑔𝑖
𝑆 = 𝑏𝑖

𝑆 + ∑ 𝜓𝑖,𝑗
𝑆 × ℎ𝑗

𝑆−1𝑚1(𝑆−1)
𝑗=1               (17) 

 

Where, 𝑔𝑖
𝑆  is the 𝑆  output layer, 𝑏𝑖

𝑆  is the base 

value,𝜓𝑖,𝑗
𝑆  is the filter connected with 𝑗𝑡ℎ feature map 

and ℎ𝑗  is the 𝑆 − 1 output layer.  The pooling layer 

extracts maximum responses from the lesser 

convolutional layer to reduce unwanted features and 

it solves the problem of overfitting which is explained 

through Eqs. (18-20). 

 

𝑚1
𝑆 = 𝑚1

𝑆−1                (18) 

 

𝑚2
𝑆 =

𝑚2
𝑆−1−𝐹(𝑆)

𝑆𝐿 + 1               (19) 

 

𝑚3
𝐿 =

𝑚3
𝑆−1−𝐹(𝑆)

𝑇𝑆 + 1                           (20) 

 

Where, 𝑇𝑆  are the strides, 𝑚1
𝑆 , 𝑚2

𝑆 , and 𝑚3
𝑆  are 

the filter of feature maps, the other layers like ReLU 

and FC are explained in Eqs. (20, 21). 

 

𝑅𝑒𝑖
𝑙 = 𝑚𝑎𝑥 (ℎ, ℎ𝑖

𝑙−1)                           (21) 

 

𝐿𝑖
𝑆 = 𝑞(𝑧𝑖

𝑙) 𝑤𝑖𝑡ℎ 𝑧𝑖
𝑙 =

∑ ∑ ∑ 𝑤𝑖,𝑗,𝑟,𝑠
𝑙  (𝐿𝑖

𝑙−1)
𝑟,𝑠

𝑚3
𝑙−1

𝑠=1
𝑚2

𝑙−1

𝑟=1
𝑚1(𝑙−1)
𝑗=1              (22) 

 

Where, 𝑅𝑒𝑖
𝑙  is the ReLU layer, h is the output 

layer, 𝐿𝑖
𝑆 is the FC layer which follows pooling and 

convolutional layer that performs activation to FC 

layer for deeper feature extractions. The D-CNN 

integrated the oriented features and texture features 

obtained using HOG and LTP from LAB images. The 

D-CNN obtained more prominent feature information 

from oriented and texture features, which increases 

the accuracy of, object detection. The feature fusion 

helps to know the features of images fully for a 

description of their internal information. The features 

fused by using D-CNN are forwarded to the Region-

based Convolutional Neural Network for detecting 

multiple objects.  

3.5 Classification 

The feature vectors obtained from the process of 

fusion are classified using R-CNN to detect multiple 

objects. The R-CNN uses CNN with the technique of 

regional proposal where the regions will classify as a 

detected object. The aim of using particular regions in 

R-CNN is to reduce the space of search as compared 

with the sliding windows-based approach that reduces 

the execution time of detection. The R-CNN has the 

advantage of semantic region identification which 

enhances the accuracy of detection and overcomes 

slower execution time from the predecessor. The R-

CNN adds a pooling layer to fine-tune the Region of 

Interest (RoI) that claims the lapse of different stages. 

The pooling layer decreases the execution time of 

CNN, has R-CNN that utilizes different regions. The 

R-CNN selects Region Proposal Network (RPN) for 

a faster approach to region identification. The RPN 

adopts features from the convolutional layers that 

identify the bound boxes for the object proposal and 

split the features with the classification model. The 

RPN are trained separately for the detection of objects 

and combined with the test phase. The utilization of 
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CNN layers for the region's classification and 

proposal decreases the time of execution during the 

real-time performance. The RPN has a two-stage of 

detector that includes three major parts such as a 

shared bottom convolutional layer, RPN and classifier 

developed for RoI.  

Initially, the input images are considered as 

multiple scales of feature map that combines various 

levels of deeper features. The RPN provides the 

objects of candidates based on a feature map. The 

single scale value of the feature map is replaced using 

faster R-CNN with the multiple scales of feature maps 

and a single scale of an anchor with a certain size of 

pixels. The R-CNN are applied on multiple scales of 

feature maps such as {𝑃2, 𝑃3, 𝑃4, 𝑃5}  with the 

different receptive fields. . The RoI pooling is utilized 

to obtain the features that represent regions and RoI 

classifier which identifies the labels category based on 

features. The training loss of the classifiers is 

composed as shown in Eq. (23). 

 

𝐿Det = 𝐿𝑅𝑃𝑁 + 𝐿𝑅𝑜𝐼               (23) 

 

Where, 𝐿Det is the overall training loss, 𝐿𝑅𝑃𝑁  is 

the training loss of RPN, 𝐿𝑅𝑜𝐼 is the training loss of 

RoI. The training loss of RPN and ROI includes two 

loss terms, one for the classification that accurately 

predicts the probability and the other is regression loss 

on the coordinates of boxes for effective localization. 

The RPN is trained separately to detect the objects and 

combined later in a testing phase. The RPN utilizes 

the features from the convolutional layer to predict the 

bounding boxes for multi-object detection and shares 

those features with the classification network. The 

utilization of the convolutional layer in RPN reduced 

the execution time and improve the object detection 

accuracy.  

4 Results and discussion 

Object detection is to identify the position and 

types of regions in the images or videos that attract 

humans. Many object detection methods were 

developed to classifying or detecting objects. 

However, the process of the assignment was time-

consuming and laborious when manually annotated 

with the objects. The present research performs 

effective analysis on the caltech101 dataset for multi-

object detection. In this research, proposed a feature 

extraction method using HoG and LTP for multi-

object detection. The D-CNN network includes 5 

convolutional layers, 3 pooling layers, 3 fully 

connected layers and 19 learnable weight layers. The 

network utilizes dropout regularization in a fully 

connected layer and applies ReLU activation on the 

convolution layer and the size of input training images 

are considered as 224 × 224 × 3.  The proposed 

method is evaluated by the python3 in windows 10, i7 

core processor, 16 GB RAM, and 6 GB 2080Ti 

NVDIA GTX edition GPU environment. The 

performance metrics considered to evaluate the 

proposed method, where the quantitative and 

comparative analysis of the proposed feature 

extraction method is explained in this section. 

4.1 Performance metrics 

The parameters considered to evaluate the 

proposed feature extraction method by using HoG and 

LTP for multi-object detection is explained below, 

 

• Accuracy: Accuracy is defined as the measure 

utilized to determine the exactness of the model. 

The accuracy is explained in Eq. (23). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 × 100              (23) 

 

• Precision: Precision is defined as the ratio of 

truly predicted positive observation to the overall 

predicted observation for positives. The precision 

is explained in Eq. (24). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 × 100              (24) 

 

• Recall: Recall is defined as the ratio of truly 

predicted as the fault-modules which are 

explained in Eq. (25). 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                           (25) 

 

• F-Measure: F-Measure is the calculation of 

accuracy test which is defined as the mean of 

precision and recall. The F-Measure is explained 

in Eq. (26). 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑃𝑅

𝑃+𝑅
× 100               (26) 

4.2 Quantitative analysis 

The values obtained for the proposed feature 

extraction method by using HoG and LTP for multi-

object detection are shown in table 1. Table 1 includes 

the evaluation results for multi-object detection in 

terms of accuracy, precision, recall, and f-measure. 

The plotted graph for evaluated values of the 

proposed method is shown in Fig. 2. 

Table 1 shows the performance of the proposed 
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Table 1. Performance evaluation of the proposed HoG and 

LTP for multi-object detection in terms of accuracy, 

precision, f-measure, and recall 

Metrics HoG LTP Proposed HoG 

and LTP  

Accuracy (%) 87.56 88.25 92.48 

Precision (%) 65.27 78.45 71.32 

F-Measure 

(%) 

83.98 86.35 90.45 

Recall (%) 69.56 72.38 75.24 

Time (Sec) 92 98 69 

 

HoG and LTP method for multi-object detection in 

terms of performance measures such as accuracy, 

precision, f-measure, and recall. The accuracy 

achieved by the proposed HoG and LTP to detect 

multiple objects is 92.48%. The proposed HoG and 

LTP achieved a precision of 71.32%, f-measure of 

90.45% and recall of 75.24% respectively. The time 

consumed by the proposed HoG and LTP with D-

CNN is 69 seconds for the detection of multiple 

objects from the Caltech 101 dataset. Whereas, the 

HoG showed an accuracy of 87.56%, precision of 

65.27%, f-measure of 83.98%, recall of 69.56% and 

acquired 92 seconds to detect the objects. Similarly, 

the LTP showed an accuracy of 88.25%, precision of 

78.45%, F-measure of 86.35%, recall of 72.38% and 

acquired time of 98 seconds. Therefore, the proposed 

HoG and LTP showed effective performance by 

extracting the oriented and texture features. The 

 

 
Figure. 3 The quantitative analysis result of the proposed 

HoG and LTP method 

 

Table 2. Performance evaluation of the proposed HoG and 

LTP for feature fusion using R-CNN for multi-object 

detection in terms of accuracy, precision, f-measure and 

recall 

 
Figure. 4 The quantitative analysis of proposed feature 

extraction using HoG and LTP with R-CNN 

classification method 

 

plotted graph for evaluated values of proposed HoG 

and LTP method is shown in Fig. 3. 

Table 2. Shows the performance of the proposed 

HoG and LTP for feature fusion using R-CNN 
classification method for the detection of multi-object 

in terms of performance measures such as accuracy, 

precision, f-measure, recall and time. The Artificial 

Neural Network (ANN) showed an accuracy of 

85.65%, precision of 65.66%, f-measure of 83.18%, 

recall of 67.45%, and acquired time of 89 seconds for 

multi-object detection. The Recurrent Neural 

Network (RNN) showed an accuracy of 86.64%, 

precision of 65.66%, f-measure of 83.18%, recall of 

67.45% and consumed time of 97 seconds for multi-

object detection. Similarly, the Convolutional Neural 

Network (CNN) showed an accuracy of 90.34%, 

precision of 69.72%, f-measure of 88.32%, recall of 

70.89% and consumed time of 85 seconds. Whereas, 

the multi-object detection is performed by using the 

R-CNN classifier showed effective performance. The 

proposed HoG and LTP feature extraction techniques 

have the advantage of effectively extracting the 

oriented features and texture features from LAB 

images which are integrated to obtain prominent 

features thereby increasing the object detection 

performance. The graphical representation of 

quantitative analysis of the proposed HoG and LTP 

with R-CNN classifier is shown in Fig. 4.  

4.3 Comparative analysis 

The comparative analysis of the proposed HoG 

and LTP for multi-object detection is carried out and 

the values are tabulated as described in table 2. The 

existing techniques such as MODT [16] and D-CNN  

 
Table 3. Comparative analysis of the proposed HoG and 

LTP with existing methods in terms of accuracy 

Methods Accuracy (%) 

MODT[16] 76.23 

D-CNN with SIFT[18] 89.7 

Proposed HoG and LTP 92.48 

Metrics ANN RNN CNN R-CNN 

Accuracy (%) 85.65 86.64 90.34 92.48 

Precision (%) 65.66 67.32 69.72 71.32 

F-Measure (%) 83.18 84.45 88.32 90.45 

Recall (%) 67.45 70.42 70.89 75.24 

Time (Sec) 89 97 85 69 
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Figure. 5 The Comparative graph of the proposed method 

with existing methods in terms of accuracy 

 

with SIFT features [18] are compared with the 

proposed multi-object detection approach. 

Table 3 shows the comparison of proposed HoG 

and LTP for multi-object detection with the existing 

methods such as MODT [11] and D-CNN with SIFT 

features [13]. The rate of detection in the MODT 

method was low due to the failure of the tracking part. 

The D-CNN with LTP showed a problem in selecting 

the features because the size of inputs was different 

for every model that became a problem during fusion. 

The existing feature fusion method was unable to 

detect the similar appearances of objects and suffered 

from identifying the images in background which 

reduced the performance of object detection. The 

proposed HoG and LTP method extracted the oriented 

and texture features from images which are effective 

in detecting the of objects in images. The proposed 

HoG and LTP method effectively identify the similar 

appearance objects from the images. The proposed 

HoG and LTP method selected the features 

successfully and fused by using D-CNN method to 

detect the object. The proposed method achieved 

better accuracy of 92.48% for the detection of objects, 

whereas the existing MODT [11] and D-CNN with 

SIFT features [13] showed an accuracy of 76.23% and 

89.7% respectively. Hence, the proposed HoG and 

LTP shows effective performance compared to 

existing methods. The plotted graph of accuracy 

values obtained for the proposed HoG and LTP with 

existing method is shown in Fig. 5. 

5 Conclusion 

The existing multiple object detection methods 

showed challenges due to degraded qualities of 

images such as blurriness and defocus which leads to 

unstable classification for similar objects. Further, the 

existing multi-object detection method showed lesser 

accuracy in detecting objects because it was not 

augmented the data properly due to large-scale 

variance and complex environments. To solve such 

issues, the proposed feature extraction method using 

HoG and LTP for multi-object detection. The 

Caltech101 dataset is used in the proposed research is 

converted to LAB and made the image look more 

vibrant to extract the features effectively. Then, the 

oriented and texture features are obtained by using the 

proposed HoG and LTP from pre-processed LAB 

images. Further, the features obtained from HoG and 

LTP are integrated into one matrix to get feature 

vectors by using D-CNN. Lastly, the R-CNN is used 

to classify the fused feature vectors obtained from the 

process of fusion to detect multiple objects. The 

proposed method effectively extracted the oriented 

and texture features that are integrated and obtained 

prominent features thereby increasing the object 

detection performance. The results showed that the 

proposed method achieved higher accuracy of 92.48% 

and precision of 71.32% in detecting multiple objects 

compared to existing methods. 
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