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Abstract: Many different applications in the real world can generate huge amount of data, that has unconventional features including massive size, fast access, besides the evolving in its nature; this is data stream. Data stream clustering algorithms began to grow at breakneck speed. evolving Cauchy (eCauchy) is a significant algorithm of density-based data stream clustering. The major limitation of eCauchy is the high number of clusters generated in dynamic environments. This paper presents an evolving model for data stream by optimizing e-Cauchy algorithm to decrease the number of clusters and reach to an ideal number by implementing evolving mechanisms (adding, merging, splitting clusters) based on a specific membership function. Model is tested by two real datasets NSL-KDD99 and keystroke. Proposed model outperforms two other algorithms, e-Cauchy and FEAC-Stream. Model constructs five and four clusters with less time to implement 1.30 and 2.30 minutes respectively for each dataset.
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1. Introduction

Recently, the data stream appears as a modern type of data that is a huge amount of data, online arriving with a high speed and ordered sequence, not static but evolving, concept drift appearance due to the change of data distribution besides, the dimension of the data stream, in general, is a high [1]. Data stream are generated by many applications implement in diverse systems such as Intrusion Detection Systems, retail stores, monitoring systems, social media analysis systems, sensor network and others [2].

According to the data stream characteristics, it needs processing in real-time. Thereupon as the traditional methods of clustering's task can't handle the data stream [1]. Usually, data stream mining aims to extract knowledge from these non-stop data [3].

Generally, the clustering task refers to group similar data samples in one cluster, at the same time it dissimilar to data samples in other clusters [4].

Nearly all data stream clustering algorithms produce clusters over the entire streaming data set. In addition, data stream clustering algorithms can classify into five methods that are, hierarchical method, partition method, density-based method, grid-based method, model-based method [5].

Evolving systems can change the general structure of the model designed to describe the data stream by updating the data at every time. This change was done by implemented several mechanisms [6].

The evolving fuzzy algorithms are significant type of the evolving system. Simply, through these algorithms the design model able to interact the given data [7].

The fuzzy systems are specific mathematical models which build upon the concept of fuzzy logic, in fuzzy logic the truth values are "fuzzified" as assigned a value in the range [0,1]. This means that fuzzy logic is able to represent vague statements, expressing uncertainties and/or incomplete knowledge of humans [8].

The proposed model based on optimizing the evolving fuzzy algorithm (e-Cauchy) to decrease the number of clusters that generated from it and reach to an ideal number of clusters by implementing evolving mechanisms (adding, merging, splitting clusters) based on a specific membership function.
The proposed evolving model is tested by two real streaming datasets NSL-KDD99 and keystroke. The results of the proposed model are more accurate than e-Cauchy results, where these results showed that the final number of clusters are five clusters to NSL-KDD99 dataset and four clusters to the keystroke dataset respectively. Moreover, the time required to implement the model is (1.30) and (2.30) minutes for each dataset respectively. The proposed model is more efficient than Fast Evolutionary Algorithm for Clustering data streams (FEAC-Stream), where the number of generated clusters were compared for the normal class of KDD dataset.

The rest sections of this paper are organized as follows: section 2 introduces the related works, section 3 presents the clustering data stream, the evolving models is discusses in section 4, section 5 devotes to Cauchy clustering algorithm, section 6 explains the methodology, section 7 offers the implementation of Cauchy algorithm, section 8 displays the evolving mechanisms, the distribution of test data illustrates in section 9, section 10 discusses the membership function, section 11 devotes to data set description, section 12 to evaluate the proposed model, finally, section 13 expounds to the experimental results and discussion.

2. Related works

The evolving models have attracted the attention of many researchers over the past years. This section aims to present some of these models that are most related to our proposed model.

Hartert et al. [9] proposed the Dynamic Fuzzy K-Nearest Neighbour model (DFKNN), for monitoring the online evolving systems. It consists of three steps, detection, adaptation, and validation. Mainly, the model implemented three mechanisms including add clusters depended on the distance from a data sample to the centre of the cluster, merging clusters when two clusters are very close to each other (by determining a merging threshold) and finally the removing clusters that implemented when the cluster exceeds a predefined threshold or exceeds a period of time. The model is high dependence on several parameters and their initial values.

PRECPUR et al. [10] presented a model to describe the dynamics of human fingers for characterizing the person’s hand. The testing step was implemented by comparing the synthetic data set with the movements of only three fingers and the model outputs represented by the finger angles of a person. The model implemented the adding clusters depending on the data sample potential. The data sample can be the center of the cluster when the distance to the nearest center is larger than a predefined threshold. The model lacks to the implementation of other evolving mechanisms.

An evolving Fuzzy Model [11] has been suggested to monitor the system of waste-water treatment plants and detect its fault. This model carried out the mechanisms of adding, merging, splitting and removing clusters. For adding cluster, the normalized Mahalanobis distance from the current data sample to cluster center is computed. Actually, if it is larger than 1, a new cluster is added. Also, in merging clusters, the same idea and type of measurement are used. Whereas the splitting mechanism depended on the model error rate. Finally, the removing clusters relied on the age of the cluster, if a cluster didn't receive any data sample during a period of time, it can be removed. The model depended on two conditions that should fulfill for adding a new cluster that makes the model tend to be somewhat complicated.

Pratama et al. [12] proposed an evolving model able to self-evolving in data stream environment which involves the drifts and shifts phenomena's that is Parsimonious Network based on Fuzzy Inference System (PANFIS). It applied the adding, merging and removing clusters. A cluster is added if the model error percentage of a new data sample is high, whereas the merging implemented for two memberships function to reduce the fuzzy sets depended on the similarity of both width and center of for each of the two fuzzy sets. Removal is done when the cluster is classified as unimportant and this occurs when the cluster is not effective in the model output. The model capability in real-time is weak.

3. Clustering data stream

The simplest method to understand the core of the clustering is that it sorts the similar data samples (that have similar attributes) into a cluster i.e. those samples have a high degree of similarity. Meanwhile, these samples (in a cluster) differ from those in other clusters [13].

The environment and behaviour of the data stream differs from the traditional data. Therefore, the data stream clustering algorithm should be carefully chosen to be an appropriate method, otherwise it will be a worthless method [14].

The density-based idea sprang up from employing different density functions in dense regions. If the space of data is measured by the density concept, the clusters that have different degrees of density are normal results [13].

The core idea of density-based algorithms is to
detect core data samples in the dense region then start the expansion [15].

There are many algorithms of the density-based clustering for data stream such as, HDenStream, rDenStream, MR-Stream, HDDStream, OPClustream, MuDi-Stream, SVStream, FEACStream, Evolving-Cauchy (eCauchy) and others [2, 16-17].

4. The evolving models

Generally, the models can be divided into four categories [8].
1. First principle models (analytical models).
2. Knowledge-based models.
3. Data-driven models.
4. The hybrid models.

Indeed, the evolving models can be classified as data-driven models, that are:
1. Automatically adapted and extended.
2. Dynamically evolved based on the new data samples.

This means, evolving models have the ability for supporting many scenarios of streaming data. It takes into consideration the evolving of the structure and parameters when it needs or may be based on the properties of the samples of the data stream that arrived [18].

5. Cauchy clustering algorithm

The section aims to give clear and sufficient concepts of the eCauchy algorithm. The key idea of this algorithm is depended on the computation of the density for each data sample, and then this determines to which cluster must be appended.

Generally, e-Cauchy algorithm consists of three steps, calculating the density for every arriving sample, then comparing the density with thresholds and finally, clustering the samples [19]. e-Cauchy algorithm requires a small number of initial parameters [20].

The development step that was made to the basic algorithm includes the addition of an effective step using a specific strategy called trial and error that mainly depends on presenting candidate solutions and monitoring their results. If a solution has been found that is valid, the task can be considered complete. The goal of this strategy is to provide a single solution to the problem [21].
Accordingly, the model tests many values for the max density threshold to reach an optimal value.

6. Methodology

The designed model mainly consists of training and testing phases. In the training phase by using evolving Cauchy, firstly, implement the Cauchy clustering algorithm to cluster the training data samples and because this algorithm computes the density for every sample and the possibility of data samples convergence to each other, thus model builds many clusters that form the primary number of clusters, but is still a large number. Therefore, the evolving mechanisms can be implemented to get fewer clusters. These mechanisms contain add cluster, split clusters and merge clusters. In order to obtain an optimal results of clusters number, the model is evaluated after applied these mechanisms. Furthermore, the update step was included and it is a clear hint to re-implement a mechanism as long as the main goal is not met. The result of this phase is the formation of the final number of clusters. Fig. 1 is depicted this methodology.

While in the testing phase, a new method is presented to construct cluster boundaries and implement it to the result of training phase (final number of clusters) to determine the most appropriate cluster of the current test data sample and attach it to that cluster.

7. Implementation of cauchy algorithm

This section displays the pseudocode of the developed version of Cauchy algorithm.

Cauchy clustering algorithm pseudocode

Cauchy algorithm contains two thresholds which are sigma and max_density thresholds. The most effective very influential threshold is the max_density \( \Gamma_{\text{max}} \). Depending on its value, the number of resulting clusters varies for each executing as well as the execution time varies.

After assigning a specific value to \( \Gamma_{\text{max}} \) (line 6), the algorithm starts working. When a new sample arrives \( z(k) \), the procedure that computed the sample density is implemented (lines 7 and 8), and it is compared with \( \Gamma_{\text{max}} \) (line 9) to determine the suitable cluster that must be appended to it. Therefore, the algorithm includes recursively the computation of the samples density. If the sample density is less than or equal to \( \Gamma_{\text{max}} \) (lines 10 and 11), then create a new cluster and add this sample to it, and set some required parameters. Otherwise, add the sample to an old cluster that has a minimum density, then modify cluster parameters (lines 12 and 13).

After several attempts by trial and error (lines 5 and 15), we set \( \Gamma_{\text{max}} \) to 0.0038 in order to generate a reasonable number of clusters during a small period of time. Furthermore, if these two thresholds are not set correctly, then the resulting cluster will not be good. In other words, these thresholds consider difficult to set in order to give reasonable results.

7.1 The parameters in cauchy algorithm

- **The number of elements per cluster:**

  The number of elements in each cluster in the algorithm denoted by \( M_i \). Initially, it is set to 1, and then the model is added 1 on each sample reception.

- **The number of clusters:**

  This parameter is represented by \( C \). Initially, it is set to 1 while the first sample arrives because it constructs the first cluster, and then is incremented by 1 after each cluster build.

- **The difference:**

  It denoted by \( e_i(k) \), it computes by subtracting the current sample \( z(k) \) from the current mean \( M_i \).
\[ e_i(k) = z(k) - M_{ij} \]  

(1)

- **The cluster center**

The Cauchy clustering algorithm considers an efficient algorithm because it computes the center of each cluster recursively, that denoted by \( \mu_j \), and it computed by Eq. (2):

\[ \mu'_{Mj+1} = \mu_{Mj} + (1/M_{j+1}) e_{Mj}(k) \]  

(2)

- **The covariance matrix**

Firstly, calculate \( S \) by Eq. (3), where it is a special parameter to calculate the covariance matrix.

\[ S_{Mj+1} = S_{Mj} + e_{Mj}(k) (z(k) - \mu_{Mj+1})^T \]  

(3)

Then the covariance matrix \( \Sigma_{Mj} \) is calculated as:

\[ \Sigma_{Mj+1} = (1/M_{j+1}) S_{Mj} + I \]  

(4)

7.2 Density computation

The computation of density represents the core of the Cauchy algorithm. If the data set sample is denoted by \( z(k) \), then the data density can be defined simply as the sum of the distances resulted from the current sample \( z(k) \) and all beforehand samples which belong to a specific cluster.

Earlier, we compute the covariance matrix, the inverse of the covariance matrix denoted by \( (\Sigma)^{-1} \). If the internal matrix is tantamount to the inverse covariance of the identical data set, of the sample \( \mu \), in this case the distance can be known as the Mahalanobis distance. The density of sample \( i \) represented by \( Y_i \), can be calculated by Eq. (5):

\[ Y_i = \frac{1}{\sigma_i^2} (z(k) - \mu)^T (\Sigma)^{-1} (z(k) - \mu) + \frac{1}{\sigma_i} (M - I) \]  

(5)

Where \( \sigma_i^2 \) refers to the square root of the first threshold.

8. The evolving mechanisms

In this model, three mechanisms are adopted:

8.1 Adding cluster

The first cluster was created based on the first data sample, then the density \( Y_i \) for each new data sample (newly arriving) is calculated to determine whether if attach it to an old cluster or create a new cluster for it based on comparison with \( \Gamma_{\text{max}} \). Add a new cluster when Eq. (6) fulfilled:

\[ Y_i \leq \Gamma_{\text{max}} \]  

(6)
8.3 Merging clusters

Convergence is used to check the data samples in this mechanism. It means that the distance between a data sample of a cluster and its center must be less than the distance of this sample to other clusters' centers.

1: procedure merging clusters
2: Repeat for each cluster
3: For each data sample \( (x) \) in a cluster
4: compute the distance from a sample to cluster center \( d_{xc} \)
5: compute the distance from a sample to all other cluster center \( d_{xc1,2,...,n} \)
6: If \( d_{xc2,3,...,n} \leq d_{xc1} \)
7: merge a sample \( (x) \) with a cluster \( n \)
8: Else
9: go to step 3
10: End For
11: Until all clusters are checked

This step is performed to check if there are data samples in a cluster may be closer to the center of another cluster than to the current one.

8.4 The evolving of clusters

The homogeneity of the data for a cluster is no less important than the final number of those clusters. Since the process of evolving is the primary step in the proposed model, so the evolving will also be carried out on the number of clusters. More obviously, as long as the data within a single cluster are data samples of little homogeneity, the evolving will be repeated until all clusters have a high homogeneous.

9. The distribution of test data

The reconstructing clusters boundaries (in Fig. 1) or the distribution of test data consists of several steps, Fig. 2 illustrates these steps.

Briefly, the testing phase is the second step after the training. However, suppose we have two clusters \( C_1 \) and \( C_2 \).

Each one contains many data samples and every center is represented by data sample in green colour. When a new data sample \( (x) \) is arriving (red colour), the distance from it to all clusters is computed and then construct a sub-cluster (blue dashed lines). Fig. 3 (a) shows when a new sample arrived and (b) to construct a cluster boundary

10. The membership function

The membership function indicates the true degree of fuzzy logic. From a mathematics point of view, a membership function is a technique that implements for solving practical problems through experience instead of knowledge. Several membership functions are used by researchers such as Gaussian, trapezoidal, triangular and others [22]. Furthermore, the membership functions can be coupled with a conjunction operator, this situation is known as t-norms [23].
In order to complete the implementation of designed model perfectly, any previous membership function don't use. Alternatively, a new membership function is designed that proved to work well in the model. This membership function defined by Eq. (7).

\[ F_{xj} = \sum_{i=1}^{n} d(x, p_i)/n \]  

\[ \text{where } p_i < d_{ij} \text{ and } F_{xj}\{ f_{x1}, f_{x2},... f_{xj} \}, j=1,2,...,n \]

The membership function that is specially designed for our model will determine and select the lowest (minimum) distance among all available values of \( f_{xj} \). Therefore, the cluster that has this minimum distance is selected by the model to append the test data sample \( x \) to it. After the repetition of the steps in section (9), now there is a value to every cluster, for example for the first cluster we have \( f_{xc1} \) and for the second cluster \( f_{xc2} \) and so for the rest of the clusters. As a result, we now have a lot of different values for \( n \) clusters.

11. Data set description

The model is tested by two real data sets. The first data set is the NSL-KDD dataset, which was proposed in 2009 [24]. The main shortcoming in the KDDCUP'99 dataset has a massive number of redundant records, that led for many algorithms to biased towards those frequent records. Hence it will affect the final results of the model. Accordingly, and to overcome the imperfections that are described above, an enhancement version of the original KDD'99 dataset was presented, known as the NSL-KDD dataset. In the new dataset, each redundant record is omitted besides, all the records are re-balanced. As a result, the NSL-KDD dataset becomes more realistic and practical for evaluating algorithms. The connection types in KDD dataset classified into two classes normal and an attack. However, this dataset can be downloaded free.

The second dataset is the keystroke, which has been collected from 4 users who typed the same password during a period of time. It contains 1600 records and the main feature of this dataset is its ability to evolve according to the behaviour of its users [25]. Also, it can be downloaded free.

12. The evaluation

The final results contain many clusters with different properties. The final step in proposed model is the evaluation. In other words, these resulting clusters need to measure their quality [26]. Mainly the evaluation measurements can be classified into two types:

1- The internal measures, also known as unsupervised measures. It is also divided into two kinds, cluster cohesion and cluster separation.

2- The external measures, in contrast to the first type known as supervised measures.

Silhouette coefficient is one of the main measures of the clustering evaluation which belongs to the internal measures. The general idea of the silhouette coefficient is to compute the mean distance. The silhouette coefficient merges the cohesion and separation [27].

Mathematically, suppose we have [28]:

- \( K \) is a cluster which contains many data sample \( x(i) \).
- \( a(i) \) indicates the average distance from \( x(i) \) to each data sample in the same cluster \( K \).
- \( b(i) \) represents the lowest average distance between \( x(i) \) and each data sample in other clusters that isn’t \( K \).

Afterwards, the silhouette of the data sample \( x(i) \) can compute by Eq. (8):

\[ S_{(i)} = (b(i) - a(i))/\max(a(i), b(i)) \]  

13. Experimental results and discussion

This section is devoted to discussing the implementation of the proposed model and the results that have been achieved. The core idea of the model is the evolving mechanisms therefore, the Silhouette Coefficient (SC) is computed before and after both of training and testing phases.

The max density threshold has influence in eCauchy algorithm, thus effects in the model result. Accordingly, many values of this threshold are tested during the model implementation.

For the first dataset (NSL-KDD), after several attempts, each of them has a certain threshold, Table 1 illustrates the results when the threshold is (0.0037). When analysing these results, it was noticed that there is a rise, then a decrease, and then a rise in (SC) of training progress in addition, (SC) of the test progress increased slightly.

<table>
<thead>
<tr>
<th>Table 1. The threshold is (0.0037) to NSL-KDD data set</th>
<th>Train progress</th>
<th>Test progress</th>
<th>Clusters number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before evolving</td>
<td>-0.55</td>
<td>0.32</td>
<td>354</td>
</tr>
<tr>
<td>Epoch1</td>
<td>0.44</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Epoch2</td>
<td>0.40</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Epoch3</td>
<td>0.44</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>After evolving</td>
<td>0.44</td>
<td>0.35</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 2 explains the results when the threshold is (0.0039). There is an instability in (SC) of training progress and also very simple increasing (SC) of test progress. Now threshold value sets to (0.0038), its results as follow, (SC) for the training phase before implementing the evolving is (−0.55), after the first epoch increases to (0.31) and after the second epoch achieves (0.46). In other words, the improvement in gradual values of the training phase is a stable and clear. Fig. 4 indicates these results.

While (SC) to the testing phase before implementing the evolving is (0.32) and after the implementation of the evolving increases to (0.43). Fig. 5 depicts these results. Initially, the number of generating clusters is 355 clusters, after the first epoch it reduces to 7 clusters and after the second epoch it reduces to only 5 clusters. Fig. 6 shows this change in the cluster numbers.

Finally, the model needed for (1.30) minutes to complete the execution to this dataset.

For the keystroke dataset, when the max_density threshold is set to (0.054) and (0.056) respectively, model gives the same results that shown in Table 3.

But when the max_density threshold sets to (0.055), then its results were as follows, (SC) to training phase before implementing the evolving is (−0.367), after the first epoch increases to (0.017), after the second epoch achieves (0.162) and at the third epoch it is (0.295). Fig. 7 indicates these results. While (SC) for the testing phase before implementing the evolving is (0.012) and after the implementation of the evolving increases to (0.189). Fig. 8 depicts these results.

Moreover, the number of generating clusters is 592 clusters, after the first epoch it reduces to 39 clusters, after the second epoch it decreases to only 8 clusters and it will be 4 clusters after the fourth epoch.

Table 2. The threshold is (0.0039) to NSL-KDD data set

<table>
<thead>
<tr>
<th></th>
<th>Train progress</th>
<th>Test progress</th>
<th>Clusters number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before evolving</td>
<td>−0.54</td>
<td>0.03</td>
<td>560</td>
</tr>
<tr>
<td>Epoch1</td>
<td>0.10</td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Epoch2</td>
<td>0.20</td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>After evolving</td>
<td>0.20</td>
<td>0.35</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 3. The threshold sit to (0.054) and (0.056) to the keystroke data set

<table>
<thead>
<tr>
<th></th>
<th>Train progress</th>
<th>Test progress</th>
<th>Clusters number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before evolving</td>
<td>−0.55</td>
<td>0.34</td>
<td>355</td>
</tr>
<tr>
<td>Epoch1</td>
<td>0.33</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Epoch2</td>
<td>0.38</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>Epoch3</td>
<td>0.37</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>After evolving</td>
<td>0.37</td>
<td>0.35</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure. 4 SC for the training phase

Figure. 5 SC for the testing phase

Figure. 6 The decrease in the number of clusters

Figure. 7 SC for the training phase
The proposed model outperforms e-Cauchy and FEAC-Stream, as it constructs 5 clusters for NSL-KDD99 dataset and four clusters for keystroke dataset in 1.30 and 2.30 minutes, respectively.
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