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Abstract: Early detection of the brain tumors can help in providing sufficient treatment to completely cure the 

disease. Machine Learning (ML) and Deep Learning (DL) algorithms are utilized predominantly in recent years for 

the tumor detection process from the brain Magnetic Resonance Imaging (MRI). In this paper, an effective tumor 

detection framework is proposed by utilizing a hybrid segmentation algorithm and a new hyper-parameter optimized 

Convolutional Neural Networks (CNN) based classifier using Chimp Optimization Algorithm (COA). The 

framework includes pre-processing, segmentation, feature extraction and classification stages. The pre-processing 

stage performs the denoising using wavelet filter and image enhancement using adaptive histogram equalization. 

Then the Boosted Crossbred Random Forests (BCRF) is used to segment the regions of interest to identify skull, 

tumor and lesions. The features are extracted using the Grey-Level Co-occurrence Matrix (GLCM) and Gabor filter. 

Finally, the tumor classification is achieved using the COA-CNN. The COA-CNN is developed by utilizing the COA 

to tune the hyper-parameters of CNN to obtain optimal CNN architecture. Experimental evaluation was performed 

on a dataset of 3264 MRI brain images containing normal and tumor images. No tumor, Glioma, Meningioma, and 

Pituitary tumor are classes of the MRI images which are correctly classified by the proposed BCRF and COA-CNN 

based detection model with a testing accuracy of 95.18% and reduced processing time. The results indicate the 

efficacy of the proposed method in classifying brain tumors for assisting physicians in early tumor diagnosis and 

treatments. 

Keywords: Brain tumor, Magnetic resonance imaging, Tumor detection, Convolutional neural networks, Boosted 

crossbred random forests, Chimp optimization algorithm. 

 

 

1. Introduction 

The brain tumor is one of the hot research topics 

in the modern academic community due to its vital 

contribution to the medical fields as well as 

humanity as a whole. The brain is the center of the 

human nervous system and hence the tumor in the 

brain causes life-threatening scenario that accounts 

for about 18,000 adult deaths in 2020 [1]. Brain 

tumors are formed as unrestricted masses of 

abnormal cells accumulating at a point and 

eradicating the brain’s control mechanism. Brain 

tumors can be cancerous or non-cancerous based on 

the degradation it causes to the brain tissues [2]. The 

gravity inside the skull can quicken the tumor 

growth in the brain and cause degradation in body 

health; worst case leading to death. MRI data are 

commonly utilized to visualize the different 

appearances and classes of brain tumors. Therefore, 

MRI scan images can be utilized in detecting the 

tumor size, region, type and grade which can be 

utilized to evaluate the tumors such that further 

planning can be done for the treatment of the tumor 

[3]. The shape, size, region, type and grade of the 

tumor differs based on the condition of the patient 

and are influential in determining the treatment 

process. Hence the accurate detection of the tumor 

can help in proper treatment procedures. 

Processing the MRI manually and detecting the 

tumors are highly tedious and error-prone tasks 
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since the possibility of human mistakes and low 

precision are common. Hence the automated 

detection systems were developed to replace the 

conventional manual approaches. The statistical and 

filtering methods were the traditionally used 

automated systems for tumor detection [4]. However, 

they did not provide the expected performance due 

to the poor learning of the tumor features. The ML 

and DL algorithms have been extensively utilized in 

the last decade for multiple applications. Brain 

tumor detection studies have also utilized these 

algorithms and achieved significantly higher 

performance. Compared to the ML algorithms [5], 

the DL algorithms have provided superior 

performance for large image datasets such as 

BRATS challenge datasets, indicating their superior 

effectiveness for tumor detection. DL algorithms 

achieved a high detection rate due to their behaviour 

of deep learning and precise class determination [6]. 

It also utilized the transfer learning technique to 

reduce the computation time so that the smaller MRI 

datasets are also effectively processed. The use of 

better segmentation and feature extraction models 

also help in improving the accuracy and decreasing 

the processing time. Hence this paper focuses on 

developing an efficient DL algorithm-based brain 

tumor detection system to harvest these benefits. 

There are many challenges in multi-class brain 

tumor classification task which reduce the overall 

system performance. In the segmentation task, the 

irregular shape and confusing boundaries of the 

tumor regions are highly challenging. The 

probability of inhomogeneity of tumorous tissue is 

also a challenge in tumor region segmentation which 

many traditional algorithms fail to overcome. 

Similarly, the performance of classifiers is subject to 

the power of the extracted features. In ML and DL 

based classifiers, all features are generally not 

required for accurate classification [7]. Feature 

selection algorithms can improve the ML and DL 

classifiers performance but might increase the 

computational complexity. Hence the DL classifiers 

adopted the plan of extracting the features 

themselves and utilizing the high informative 

features without separate feature selection stage. 

CNN has been the most appropriate classifier that 

inhibits this behaviour through self-learning 

property and achieved high performance [8]. 

However, the CNN classifier does not achieve the 

maximum accuracy in the testing stage since the 

configuration of CNN is not optimal. Therefore, the 

proposed method in this paper aims at developing a 

COA-optimized CNN classifier that has optimal 

configuration through the assignment of the optimal 

value for the hyper-parameters. 

The major contributions of this paper are the 

efficient segmentation and classification stages. The 

development of Boosted Crossbred Random Forests 

(BCRF) by combining the boosting and 

crossbreeding strategies to the random forests for 

accurate segmentation is the first contribution. This 

integration of the boosting algorithm constructs 

complementary classifier structure to improve the 

accuracy even when the decision trees are reduced. 

Likewise, the crossbreeding strategy reduces the 

space and improves the processing speed of the 

random forests. The application of Chimp 

Optimization Algorithm to tune the vital hyper-

parameters of the standard CNN classifier to form 

the hybrid COA-CNN for detecting the tumor 

classes is the second contribution. This hybrid 

model of CNN with hyper-parameter optimization 

reduces the architecture complexity without 

reducing the accuracy while the benefits of COA 

also improve the convergence rate of the classifier. 

The rest of this paper is structured as: related works 

in Section 2. The proposed brain tumor detection 

system is given in Section 3 and the experimental 

results in section 4 with the conclusions in section 5. 

2. Related works 

ML and DL algorithms have outperformed the 

other models for brain tumor detection. Recent 

studies have focused on these algorithms to improve 

tumor classification. Various MRI brain image 

datasets were utilized in the studies which means the 

size and quality of the image datasets are also 

significant in deciding the classifier performance. 

Many algorithms provided high training accuracy 

while the testing accuracy was very poor. This 

section compares some of the recent prominent 

research studies using ML and DL algorithms for 

tumor classification. Minz and Mahobiya [9] 

utilized the AdaBoost classifier for brain tumor type 

classification and achieved 89.4 % accuracy and 

11 % false-positive rate (FPR). However, this model 

has increased FPR when applied for larger datasets. 

Kavin Kumar et al. [10] proposed a brain tumor 

detection approach using texture features and an 

SVM classifier. In this approach, the texture features 

are extracted using a combination of modified multi-

texton histogram (MMTH) and multi-texton 

microstructure descriptor (MTMD). Then the SVM 

classifier is used to classify the tumor images. This 

approach achieved 95 % accuracy which was better 

than the KNN and extreme learning machines 

(ELM) models. However, this approach has higher 

false positives which reduce the effectiveness of 

classification. Gokulalakshmi et al. [11] developed a 
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discrete wavelet transform-based feature extraction 

and SVM classifier (TFE-SVM) algorithms based 

tumor detection approach. In this approach, the 

filtering techniques are applied for pre-processing 

while GLCM and discrete wavelet transform are 

used for feature extraction. SVM is used for binary 

as well as multiclass classification with 96.2 % and 

94.4 % accuracies, respectively and an FPR rate of 

6.67 %. However, this approach has limited 

performance with the lack of an efficient 

segmentation model. 

Ahmed et al. [12] developed a hybrid grey wolf 

optimizer–artificial neural network (HGWO-ANN) 

classification approach to tumor detection. This 

approach classified the tumor types with an 

accuracy of 94.45 % and FPR of 8.5 % but it incurs 

high computation complexity. Pereira et al. [13] 

developed CNN based tumor detection model in 

which small kernels are used to replace the larger 

kernels. This approach increases the deep learning 

property and reduces the weights for avoiding the 

over-fitting problem. This approach achieved 

94.6 % detection accuracy and less FPR of 5 % for 

tumor type classification. However, this model has 

higher complexity and higher false negatives. Zhao 

and Jia [14] proposed multi-scale CNN (MCNN) 

based brain tumor detection by analysing the top-

three scales of the image sizes and combine 

information to detect the tumor regions. Tested on 

the BRATS dataset, this approach provided only 

81 % testing accuracy and 17 % FPR due to the lack 

of specialized pre-processing methods and non-

extraction of richer boundary information. Zhou et 

al. [15] proposed a Holistic brain tumor 

classification approach based on DenseNet and 

recurrent neural network model of LSTM. In this 

approach, three RNN models were utilized. Among 

them, the DenseNet-LSTM model achieved high 

accuracy of 92.13 % with less computation time. 

However, this model does not utilize the feature 

labels which degrade the overall accuracy. Pashaei 

et al. [16] proposed an ensemble model of CNN and 

kernel ELM (CNN-KELM) for tumor detection. 

This ensemble model achieved 93.68 % detection 

accuracy and 0.062 FPR for Glioma, Meningioma, 

and Pituitary tumor type classification. However, 

this model consumed high computation time. 

Thaha et al. [17] designed enhanced CNN 

(ECNN) based brain tumor detection model with 

loss function optimization by BAT algorithm. It also 

used Skull stripping and image enhancement 

algorithms to pre-process the input tumor images. 

This model achieved a detection accuracy of 92 % 

which was better than the standard CNN (89 %). 

However, this model also suffers from high 

computation complexity since the smaller kernels 

functions increase the feature learning time. Anaraki 

et al. [18] proposed brain tumor grades classification 

model using a genetic algorithm optimized CNN 

(GA-CNN). This model utilized the GA to optimize 

the CNN architecture evolution for improving 

accuracy. To decrease the variance of prediction 

error, bagging as an ensemble algorithm was also 

utilized. This model was tested on two test cases and 

achieved 90.9 % accuracy and 0.0223 FPR for 

classifying three Glioma grades and 94.2 % 

accuracy and 0.0581 FPR for Glioma, Meningioma, 

and Pituitary tumor type classification. Although 

efficient, this model was evaluated only on smaller 

datasets so that its performance will vary for larger 

datasets. Sajjad et al. [19] developed a tumor 

detection approach using the CNN algorithm with 

an extensive data augmentation approach for 

training the network when the lack of data problem 

occurs. This approach achieved 94.58 % detection 

accuracy and 3.4 % FPR for Glioma, Meningioma, 

and Pituitary tumor type classification. However, 

this CNN architecture is highly complex and hence 

the lightweight models must be designed. 

Irmak [20] developed a multi-classification 

approach using the deep convolutional neural 

network whose structure is an optimized grid search 

optimization algorithm (GSO-DCNN). This model 

was tested for three classification tasks. Among 

them, the brain tumor type classification task used 

normal, glioma, meningioma, pituitary and 

metastatic types. In this task, the GSO-DCNN 

achieved 92.66 % accuracy and also reduced the 

FPR and model complexity. However, this model 

utilizes all the deep features for classification among 

which some are completely not needed. Ghassemi et 

al. [21] utilized the deep neural network with 

generative adversarial networks (GAN) pre-training 

to improve the tumor type classification accuracy. 

This model achieved 93 % accuracy without split 

while achieved 94.78 % accuracy when the random 

split was applied. However, the network input image 

size was 64 × 64 due to GAN architecture limitation 

while standard input is often given as either 128 × 

128 or 256 × 256. 

The above studies in the literature show that the 

brain tumor type detection models using the ML and 

DL algorithm provided significant results. However, 

there are limitations in segmentation, feature 

extraction and classifier optimization that resulted in 

lower detection rate, high false positives and 

increased time and model complexities. Considering 

these limitations, the proposed brain tumor detection 

framework includes efficient algorithms for 

segmentation, feature extraction and classifier 
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optimization so that superior performance is ensured. 

3. Methodology 

The proposed methodology performs the pre-

processing, segmentation, feature extraction and 

classification tasks. The input dataset contains four 

classes of images namely no tumor, Glioma, 

Meningioma, and Pituitary tumor. For reducing the 

noise, the wavelet denoising filter is used and 

adaptive histogram equalization is used for image 

enhancement. BCRF segments the tumor regions 

and the GLCM and Gabor features are used in 

COA-CNN for classification. The functional flow 

diagram of the proposed system is shown in Fig. 1. 

3.1 Dataset 

Brain tumor images from a public dataset are 

used in this study to evaluate the performance of the 

proposed system. The dataset is available at the 

Kaggle repository [22]. The dataset contains 3264 

MRI brain images collected from healthy and tumor 

patients. It includes four classes of images namely 

No tumor, Glioma, Meningioma, and Pituitary 

tumor. The dataset is already split into training and 

testing datasets for all four classes. The class 

distribution of the images is shown in Table 1. 

Fig. 2 shows the sample images for each class in 

the input dataset. 

 

 
Figure. 1 Functional flow diagram of proposed brain 

tumor detection system 

 

Table 1. Class distribution of the input dataset 

 

 
Figure. 2 Sample MRI for all four classes in the input 

dataset 

 

 
Figure. 3 Pre-processing results of sample Glioma tumor 

image 

3.2 Pre-processing 

The pre-processing task in this study is to 

remove the noise and enhance the image. Since the 

images are already grouped as respective classes, 

duplication is avoided. The adaptive histogram 

equalization [23] is used to enhance the contrast rate 

in the brain images. Unlike the standard histogram 

equalization, this approach computes many 

histograms corresponding to each section of the 

image and applies them adaptively in each section to 

redistribute the contrast values for attaining the best 

possible image quality. 

The images are denoised using a wavelet filter 

[24]. The basic principle behind the wavelet filter is 

the wavelet transform. In this process, the input 

Class Total images Training Testing 

No Tumor 500 395 105 

Glioma 926 826 100 

Meningioma 937 822 115 

Pituitary tumor 901 827 74 

Total 3264 2870 394 

MRI Brain images 

Pre-processing 

--Histogram Equalization 

--Wavelet denoising filter 

Segmentation using BCRF 

Feature Extraction - GLCM 

and Gabor filter 

Brain tumor classification 

using COA-CNN 

No 

Tumo

r 

Glioma 
Meningiom

a 

Pituitary 

Tumor 
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brain images are transformed into sparse 

representation to eradicate the noisy large-

magnitude wavelet coefficients. Initially, a wavelet 

threshold is determined by analysing the pixels. 

Then the pixels’ wavelet coefficients are compared 

with the threshold to remove the noisy pixels 

without degrading the image information. Fig. 3 

shows the pre-processed results of the input Glioma 

image. 

3.3 Segmentation using BCRF 

The tumor segmentation is performed by the 

boosted crossbred random forests which is a 

combination of boosting [25] and crossbreeding [26] 

strategies in the standard random forests. Random 

forest is an ML algorithm that utilizes multiple 

decision trees to form a forest (group) to perform 

ensemble training. As the random forests are robust 

against the noise due to the random training process, 

their reliability is high. However, the random forests 

require numerous decision trees to perform the 

segmentation and the use of a reduced number of 

decision trees will reduce the generality and overall 

performance. Similarly, space and time complexity 

of random forests is high due to the complex 

architecture of numerous decision trees. For 

resolving these issues, boosting and crossbreeding 

strategies are incorporated. The boosting enhances 

the generality even with a small number of decision 

trees and also reduces the training time. 

Crossbreeding utilizes the best tree branches and 

crossbreeds them to attain simpler RF architecture 

with few best trees for increasing the performance of 

RF in space and time. Fig. 4 shows the initial stages 

in BCRF based segmentation on Glioma tumor 

image. 

The BCRF involves the two training processes 

based on the sample weighting such that the training 

is performed at both when weights are updated and 

not updated. Initially, the re-processed images are 

assigned to the nodes of the decision trees in RF. 

Then the training image sample with local feature 

dimension d and class labels 𝑦 ∈ 𝑀  are prepared. 

The training sample weights are initialized as 𝑤 = 

 

 
Figure. 4 Initial segmentation stages over Glioma image 

1

𝑁
 ,where 𝑁  demotes the nodes. Decision trees are 

built using sample sets through random sampling for 

the RF. The local features are extracted for 

segmentation based on local intensity and edge 

textures at different scales. 

After the tree construction, the splitting function 

chooses the combinations of randomly generated 

features and thresholds that have the highest 

information gain. The information gain ∆𝐺  can be 

computed as 

 

∆𝐺 = 𝐸(𝑆𝑛) −
|𝑆𝑙|

|𝑆𝑛|
𝐸(𝑆𝑙) −

|𝑆𝑟|

|𝑆𝑛|
𝐸(𝑆𝑟)              (1) 

 

here 𝑆 denotes the training sample arrived at any 

node, 𝑆𝑛 denotes the training sample at node  𝑛, 𝑆𝑙 

denotes the training sample at the left child node 𝑆𝑟 

denotes the training sample at right child node, and 

𝐸(𝑆) represents the entropy. 𝐸(𝑆) can computed as 

 

𝐸(𝑆) = − ∑ 𝑃(𝐶𝑗) log 𝑃(𝐶𝑗)𝑀
𝑗=1                (2)  

 

here 𝑀 denotes the number of class and 𝑃(𝐶𝑗) is 

the probability of class 𝐶𝑗,which can be computed as 

 

𝑃(𝐶𝑗) =
∑ 𝑤𝑖𝑖∈𝑆,𝑦=𝑐𝑗

∑ 𝑤𝑖𝑖∈𝑆
                                            (3) 

 

here 𝑤𝑖 is the sample weight of the i-th sample 

and y is the class label. From Eq. (1) to (3), it can be 

seen that the information gain is dependent on the 

priority of sample weights and 𝑃(𝐶𝑗) . Thus, the 

depth of the decision tree is increased with a leaf 

node created whenever the recursive splitting is 

performed or the value of ∆𝐺 for a training sample 

becomes zero.  

Then the boosting-based process is applied to 

determine the decision tree weight, 𝛼𝑡. 

 

𝛼𝑡 =
1

2
log

(𝑀−1)(1−𝜀𝑡)

𝜀𝑡
                                     (4) 

 

here 𝜀𝑡 denotes the error rate of sample data in 

the decision tree. The expected rate of successful 

segmentation in RF is 1/𝑀 . If the segmentation 

error goes beyond 1 −
1

𝑀
, the value of 𝛼  becomes 

negative and the decision tree must be rejected. The 

error rate 𝜀𝑡  can be computed from the weights of 

wrongly segmented samples. 

 

𝜀𝑡 =
∑ 𝑤𝑖

(𝑡)𝑁
𝑖=1;𝑦𝑖≠𝑦𝑖̂

∑ 𝑤
𝑖
(𝑡)𝑁

𝑖=1

                                        (5) 
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here 𝑦𝑖 denotes the exact class labels, 𝑦𝑖̂ denotes 

the estimated class labels and 𝑤𝑖
(𝑡)

 denotes the 

weights of the current step of processing. Based on 

these values, the weights of the incorrect segments 

in the next step can be estimated as 

 

𝑤𝑖
(𝑡+1)

= {
𝑤𝑖

(𝑡)
exp(𝛼𝑡)            𝑖𝑓 𝑦𝑖 ≠ 𝑦𝑖̂

𝑤𝑖
(𝑡)

exp(−𝛼𝑡)            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (6) 

 

here 𝑦𝑖̂  is computed as 𝑦𝑖̂ = arg max
𝐶

𝑃𝑡(𝐶|𝑙) . 

After the updating process, the weights are 

normalized to N. 

Then the crossbreeding [26] is performed on the 

best branches of the boosted RF. In BCRF, each 

branch is defined as base learners and a group 

forecaster 𝑓 is estimated 

 

𝑓(𝑋) =
1

𝑍′
∑ {

𝑏𝑧(𝑥)      𝑖𝑓𝑏𝑧(𝑥) 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑋 

0     𝑖𝑓 𝑏𝑧(𝑥) 𝑛𝑜𝑡 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑋
𝑍
𝑧=1      (7) 

 

here 𝑍 = {1,2, … , 𝑧}  denotes the number of 

branches in BCRF, 𝑍′ is the number of base learners 

that can process X and 𝑏𝑧(𝑥)  is the base learner. 

When the grouping is interlinked, 𝑓(𝑋) becomes 

 

𝑓(𝑋) = {
arg max

𝑦∈𝛼
∑ 𝐼(𝑦 = 𝑏𝑧(𝑥))  𝑖𝑓 𝑦 ∈ 𝛼𝑏𝑧 𝑡𝑜 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑋𝑍

𝑧=1

𝑔(𝑋)                                  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
     (8)

  

here 𝐼  is the group index and 𝑔(𝑋)  is the 

decision function of the samples in nodes that are 

not under any branch. 𝑔(𝑋) can either be a random 

decision or a clustering-based decision based on the 

splitting process. 

Generating new decision trees using boosting 

and crossbreeding, and updating the training sample 

weights are repeated to obtain T decision trees and T 

weighted trees for normalization. The segmentation 

process finishes with the estimation of the outputs 

𝑃𝑡(𝐶|𝑓(𝑋)) of the decision trees which are given as 

 

𝑃(𝐶|𝑓(𝑋)) =
1

𝑇
∑ 𝛼𝑡

𝑁
𝑡=1 𝑃𝑡(𝐶|𝑓(𝑋))          (9) 

 

The class which has the highest probability 𝑦̂ is 

given as the output of the segmentation process 

 

𝑦̂ = arg max
𝐶

𝑃(𝐶|𝑓(𝑋))                     (10) 

 

This process is repeated until the entire tumor 

regions of the images are segmented and then the 

global features will be extracted. Fig. 5 shows the 

Final segmentation results while the orientation 

varied segmentation results are shown in Fig. 6. 

Figure. 5 Final segmentation output of Glioma image 

 

 
Figure. 6 Orientation varied segmentation results of 

Glioma 

3.4 Feature extraction 

Feature extraction is an important process in 

brain tumor classification. CNN algorithm can self-

learn the features and select the informative features. 

However, in this study, CNN is used only for the 

selection and classification tasks since the extraction 

of features by separate processes will reduce the 

storage complexity of CNN. The spectral features 

and spatial features are the two main categories of 

the features. Among these features, spatial features 

are the commonly used features in image processing. 

For brain image processing, the spatial features are 

of two categories namely shape and texture features 

which are highly important in tumor classification. 

GLCM and Gabor filters are used to extract the 

texture features [27]. The GLCM method is highly 

time-consuming and hence the extraction of features 

might increase the overall processing time. Likewise, 

the GLCM provide poor features in the class border 

regions. Gabor filters can overcome these two 

limitations of GLCM; however, Gabor filters have a 

high number of redundant features. GLCM can 

tackle this problem. Hence the Gabor filter and 

GLCM are used together to compensate for the 

limitations of one another and provide highly 

informative features in less time. 
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3.5 Classification using COA-CNN 

CNN is utilized in this proposed system for 

classification by optimizing the hyper-parameters 

using COA. The architecture, layers and parameters 

are the major components of the CNN. Convolution, 

pooling layer, and fully connected layers are the 

three main layers of the CNN with the additional 

optimizer, activation function, etc. In the 

convolutional layer, different kernels are used to 

convolve the input brain images into various feature 

maps. This layer will help in effectively reducing 

the number of parameters and improving the 

learning rate of correlation between the neighbor 

pixels. In the COA-CNN two stages of training are 

applied; the inputs are fed to the network in the 

feed-forward stage and the COA training to 

optimize the parameter values. The feed-forward 

stage feeds the input to the CNN and performs the 

dot product of the input and parameter vectors. Then 

the convolution operator is applied and finally, the 

output is computed along with the loss function. The 

size of the output is unchanged by applying zero-

padding around the boundaries. From the valid 

padding and same padding methods, the same 

padding is used in this study for all the 

convolutional layers. 

Initial weights are assigned properly to speed up 

the network convergence, and hence the ‘He’ 

initializer has been employed for setting the initial 

weights for the CNN layers. Then the Convolution 

Layer (CL) analyses the desired features and 

performs the convolution operation by acquiring the 

aspects by kernel functions. The outcome of the CL 

will be the convolved aspect plot. The kernel points 

are updated automatically based on the optimal 

structure configuration. After the convolution 

operation, the additional nonlinear function is used 

before the creation of feature maps to compromise 

the negative points of the aspects. The NLA can 

either be tanh, sigmoid or Rectified Linear Unit 

(ReLU). In most cases, the sigmoid or ReLU 

provided better performance; so, the ReLU is used 

in this study. 

 

𝑅𝑒𝐿𝑈 (𝑥) = {
𝑥      𝑖𝑓 𝑥 ≥ 0
0       𝑖𝑓 𝑥 < 0

                     (11) 

 

The pooling layer (PL) will be present next to 

the CL and it is used to minimize the size of the 

feature maps. It also minimizes the number of 

parameters so that the computational costs. In this 

study, a max-pooling layer is used with filters of 

size 2 × 2 . Then the dropout method is used to 

regularize the network with lesser computational 

costs. It is applied in the fully-connected Layer 

(FCL) to remove some nodes to prevent over-fitting. 

FCL employs a softmax function in the output layer 

for labeling the data into classes using past learning 

knowledge. The output of the last FCL is returned as 

the output of the CNN. The output is better when the 

loss function is minimized. The cross-entropy 

function (𝐻) is used as the loss function in this study 

which can be computed for two distributions 𝑞1 and 

𝑞2 as 

 

𝐻(𝑞1, 𝑞2) = ∑ 𝑞1(𝑥)𝑥 ln(𝑞2(𝑥))                     (12) 

 

here 𝑞2(𝑥) is the estimate of the true distribution 

of 𝑞1(𝑥). Combining all these operators, a CNN is 

formed. For training the CNN, the learning rate is 

optimized using Adam optimizer in this study. 

COA [28] is based on the intelligent 

characteristics of chimps in their group hunting. In a 

chimp group, all individuals are not similar in terms 

of intelligence and behaviour but they perform the 

group tasks properly. Likewise, the chimps try to 

obtain meat chaotically so that they could get social 

favours such as grooming and sex. These two 

characteristics are vital in the formulation of the 

COA. COA converges fast and provides an effective 

optimal solution. The chimps are assigned as the 

different configurations of CNN and the chimp with  

 
Table 2. Optimum hyper-parameter values for CNN using 

COA 

Parameters 
Range of 

parameters 

Optimum 

Value 

Input feature 

dimension 
- 1x32x1 

No. of CL [1, 2, 3, 4] 
1 {Stride [1 1]; 

Padding [0 0]} 

Dropout rate 
[0.1, 0.2, 0.3, 

0.4, 0.5] 
0.3 

No. of max PL [1, 2, 3, 4] 
1 {Stride [2 2]; 

Padding [0 0]} 

No. of FCL [1, 2, 3, 4] 4 

Number of filters 
[16, 24, 32, 48, 

64, 96, 128] 
32, 64 

Filter size [3, 4, 5, 6, 7] 4, 4 

Kernel size [2, 3, 4, 5, 6, 7] 2*2, 3*3 

Activation 

function 

[SELU, ReLU, 

Leaky ReLU] 
ReLU 

Mini-Batch Size [4, 8, 16, 32, 64] 64 

Momentum 
[0.80, 0.85, 0.9, 

0.95] 
0.9 

Learning Rate 
[0.0001, 0.0005, 

0.001, 0.005] 
0.001 

L2 

Regularization 

[0.0001, 0.0005, 

0.001, 0.005] 
0.0001 
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the best fitness is selected. The learning error rate is 

used as the fitness function. The COA analyses and 

determines the optimal configuration of CNN. 

Based on the COA, the CNN architecture is 

modified. While many configurations for the CNN 

are found by the tuning process, COA selects the 

configuration with a minimum error rate. The CNN 

configuration obtained using COA are shown in 

table 2. 

This configuration of CNN has less error rate 

which has been selected by the COA. This CNN can 

learn the spatial features from the brain images and 

classify the tumors more accurately. 

4. Experimental results 

The experiments are conducted over the 

described input brain tumor images to evaluate the 

performance of the proposed BCRF and COA-CNN 

based tumor detection system. The evaluations are 

performed in MATLAB R2016b with the necessary 

library files and toolboxes. The system 

configurations used for the implementation are Intel 

Pentium i5 processor with 4 GB RAM and 1 TB 

ROM storage with Windows 10 operating system. 

The performance of the proposed model is evaluated 

in terms of accuracy, precision, recall, f-measure, 

specificity, true positives (TP), true negatives (TN), 

false positives (FP) and false negatives (FN). The 

training and testing time is also estimated for the 

input dataset. The proposed COA-CNN model has 

achieved higher accuracy and reduced error rate 

which is shown in Fig. 7 and Fig. 8.  

Classification accuracy is above 95 % for a 

maximum of 10 iterations while the error rate less 

than 5 %. 

Fig. 9 shows the AUC-ROC curve of the 

proposed BCRF and COA-CNN model. 

 

 
Figure. 7 Accuracy of COA-CNN 

 
Figure. 8 Error rate of COA-CNN 

 

 
Figure. 9 AUC-C curve of BCRF and COA-CNN 

classifier 

 

Table 3 shows the classification results in which 

it is obtained that the proposed model achieved 

higher accuracy for both training and testing. The 

number of correctly classified images is 3237 from a 

total of 3264 input images. The manual calculation 

shows that about 100 % of images were classified 

correctly in No tumor, Glioma and Meningioma 

classes from the training set. Similarly, the no tumor 

and Meningioma class images were perfectly 

classified in the testing set. These results indicate 

that the proposed system is 100 % effective in 

classifying the tumor and non-tumor images. 

Table 4 shows the performance metrics results 

achieved for the proposed BCRF and COA-CNN 

system for tumor detection. The proposed system 

achieved an accuracy of 98.94 % for the no tumor 

class, 95.68 % for Glioma, 92.89 % for Meningioma 

and 92.64 % for Pituitary tumor classes. 

The overall accuracy of the proposed system is 

95.18 % which is a sufficiently good performance. 

Likewise, the false positive and false negative 

values are also very less, thus indicating the 

effectiveness of the proposed system. The proposed 

system also achieved less processing time. It 
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Table 3. Classification results 

Classes 
Number of images Number of correctly classified images 

Training Testing Total Training Testing Total 

No tumor 395 105 500 395 105 500 

Glioma 826 100 926 826 91 917 

Meningioma 822 115 937 822 115 937 

Pituitary 827 74 901 819 64 891 

Total 2870 394 3264 2862 375 3237 

 

Table 4. Performance results of BCRF and COA-CNN based system 

Classes Total TP TN FP FN 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 
Specificity 

No tumor 105 105 285 4 0 98.94 92.92 100 94.34 0. 8651 

Glioma 100 91 286 8 9 95.68 90.20 81 90.60 0.9320 

Meningioma 115 115 251 18 10 92.89 84.68 100 85.5 0.8602 

Pituitary 74 64 301 9 20 92.64 88.97 82.97 87.47 0.9406 

Overall 394 375 9 10 95.18 89.44 90.75 90.61 0.8995 

 

Table 5. Performance comparison against existing tumor detection systems 

Methods 
Accuracy 

(%) 

FPR 

(%) 

Total 

test 

images 

Correctly 

classified 

images 

Accuracy (%) 

No 

tumor 
Glioma Meningioma Pituitary 

AdaBoost [9] 89.4 11 394 352 93.4 89.7 88.1 86.4 

SVM [10] 95 3.8 394 374 98.4 95.25 93.8 92.55 

TFE-SVM [11] 94.2 6.67 394 371 95.7 95.15 93.89 92.06 

HGWO-ANN [12] 94.45 8.5 394 372 97.25 95.7 92.8 92.05 

CNN [13] 94.6 5.0 394 373 96.9 95.45 93.5 92.55 

MCNN [14] 81 17 394 320 84.89 82.4 80.69 76.02 

DenseNet-LSTM [15] 92.13 5.67 394 363 93.67 93.5 91.56 89.79 

CNN-KELM [16] 93.68 6.2 394 369 95.75 94.6 92.0 92.37 

ECNN [17] 92 7.66 394 362 94.8 92.4 90.6 90.2 

GA-CNN [18] 94.2 5.8 394 371 97.55 95.1 92.11 92.04 

CNN [19] 94.6 3.4 394 373 97.99 95.1 91.85 90.46 

GSO-DCNN [20] 92.66 5.13 394 365 96.86 95.12 89.6 89.06 

GAN [21] 94.7 4.75 394 373 97.33 95.6 92.5 93.37 

BCRF & COA-CNN 95.18 2.284 394 375 98.94 95.68 92.89 92.64 

 

consumed an average of 54.5917 seconds for 

training and 2.6275 seconds for the testing process. 

Table 5 shows the results of the accuracy, false 

positive rate, total tested images, and correctly 

classified images of the proposed BCRF and COA-

CNN based tumor detection system compared 

against some of the popular existing state-of-the-art 

methods from literature. The popular methods in 

literature were implemented in our experiments 

along with the proposed system with the 3264 

BRATS 2018 MRI brain images described in Table 

1 obtained from [22]. The evaluations were 

performed in MATLAB R2016b with the necessary  

library files and toolboxes. The experimental 

settings include the maximum number of iterations 

(1000), time-out limit (1000 seconds) and adjusted 

size of images (512 x 512). With these common 

setting, the existing methods and proposed method 

are trained using 2870 images and tested using 394  

 

images in this study. 

The comparison of the proposed BCRF and 

COA-CNN against the existing methods in the 

literature also showed that the proposed system has 

outperformed the other methods with high accuracy 

and fewer FPR values. This clearly shows that the 

proposed system is efficient for brain tumor type 

classification. 

5. Conclusion 

This paper presented an efficient brain tumor 

detection system from the MRI data using hybrid 

BCRF segmentation and COA-CNN based classifier. 

In this proposed system, the pre-processing and 

feature extraction stages are also performed to 

improve detection accuracy. The evaluation results 

showed that the proposed system achieved high 

accuracy of 95.18 %, less FPR of 2.284 % and less 
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training time of 54.5917 seconds. Thus, the 

proposed system has also outperformed the other 

popular existing models. In future, the proposed 

BCRF and COA-CNN based model can be used to 

detect the grades of the brain tumor. Also, the 

individual class detection accuracy will be increased 

along with a possible reduction of the initial training 

time using parallel processing methods.  
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