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Abstract: The Last decade the demand for wireless communication has increased massively. Wireless Sensor Networks (WSN) have turned out as a potential solution for various real-time applications namely environmental monitoring, health and military applications. These networks follow the random placement strategy hence, identifying the location of sensor nodes is a tedious task. Moreover, these networks suffer from various issues such as limited power resources. This work, focusses on the sensor node localization and network lifetime enhancement of Wireless Sensor Networks (WSN). In localization, security is an important issue, so a trust-based model to secure localization is investigated in this work. Further, energy aware clustering and Cluster Head (CH) selection has been undertaken to prolong the lifetime of the network. Finally, a data aggregation model which decreases the network energy depletion by discarding the redundant data is presented. The outcome of the model which is proposed has been assessed and expressed in the form of localization error, energy depletion and alive node. The comparative analysis shows that the localization error for varied anchor nodes is obtained as 1.51, 2.28, 2.52 and 1.25 using existing techniques DMA (Distance Mapping Algorithm), MDS-Map (Multidimensional Scaling), DV-Hop (Distance Vector-Hop) and Proposed Approach, respectively. Similarly, the average energy consumption is obtained as 1.02, 1.67, 1.90 and 0.82 using DMA (Distance Mapping Algorithm), MDS-Map (Multidimensional Scaling), DV-Hop (Distance Vector-Hop) and Proposed Hybrid Approach. The comparative analysis shows that proposed hybrid approach of localization, CH (Cluster Head) formation and aggregation attains better performance when compared with existing techniques in WSN(Wireless Sensor Networks).
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1. Introduction

The demand for wireless communication is increasing rigorously. The use of wireless communication has given rise to the evolution of new communication technologies. Currently, Wireless Sensor Networks (WSNs) have received a huge consideration in several real-time application scenarios. The WSN (Wireless Sensor Networks) is designed and deployed for specific applications and composed by various low-power and low-cost devices known as sensors. These sensors follow the ad-hoc scheme for node placement to perceive and transfer the application-specific data [1]. The sensor nodes are fortified with low-power devices (batteries), and are generally installed in a hostile environment, where replacing the batteries is not a feasible task [2]. In the entire communication, sensor nodes consume excessive power which results in depleting the network energy. Hence, maintaining the network lifetime and deploying Sensor Network continuously is not a cost-effective solution. Hence, maintaining the network lifetime and minimizing energy consumption are the two serious issues in WSN communication [3]. Network lifetime maximization depends on several aspects of sensor nodes such as Data Aggregation, in this process, Sensor Nodes gathers the data and perform the aggregation process at the aggregator node. This process discards the redundant data and minimizes retransmission thus data aggregation plays important role in energy
consumption minimization [4, 5]. Clustering is another aspect where node clustering is an important phase where similar energy nodes are grouped together. In case, the sensor nodes with different energy constraints are grouped together then it affects the reliability and stability of the cluster. Moreover, the cluster head selection has to be performed in such a way that it can prolong the network lifetime [6, 7]. The next aspect being Routing which is the most important phase which transmits the data from the point where any specific event has occurred known as source node to the destination node by using multi-hop routing [8, 9]. Thus, energy-aware routing schemes are highly appreciated in this WSN.

In this article, improving the network lifetime has been focused by developing an efficient mechanism for data aggregation, cluster establishment, and cluster head selection. The newly developed approach considers trust-based localization, a dynamic cluster head selection and data aggregation. On the contrary, deducing the physical coordinates of sensor nodes is the major factor to identify the place of origin of events. This mechanism is known as sensor node localization. Several researches have been carried out for node localization as mentioned in [10, 11]. Achieving an efficient localization accuracy is a tedious task that needs to be addressed for improvement of event detection. Moreover, maintaining the secrecy about the sensor node position and event is also an important aspect. Hence, the focus is on the secure node localization scheme in Wireless Sensor Networks.

These networks are deployed in dense and hostile environments where the actual position of these nodes is not realized. Global Positioning System (GPS) and Cellular Systems are considered as the most promising technique for exact positioning of nodes. Despite promising performance of the localization, installing a GPS (Global Positioning System) system for each node is not feasible due to higher implementation costs and energy consumption. The cellular positioning systems suffer from the deep shadowing effect [12]. Moreover, limited energy resources and implementation cost are the crucial parameters hence only some nodes which are known as beacon or anchor nodes, are allocated the Global Positioning System. Generally, the sensor node localization scheme is grouped into two different classes as range dependent and range independent localization. The range-dependent localization methods use distance and angle to find out the sensor nodes location. On the contrary, the range-free dependent technique use pattern matching scheme to estimate the location. As stated in [13, 14], several techniques have been identified to improve localization efficiency. Generally, the range-dependent localization schemes such as Time Of Arrival (TOA), Time Difference Of Arrival (TDOA), Angle of arrival (AOA), and Received signal strength indicator (RSSI) are commonly adopted in localization. Hence, the focus is on the range-dependent localization scheme in this work. Moreover, the focus is on incorporating security during localization. Data aggregation is an important factor that has more effect on the quality of data (it discards the redundant data), and energy consumption. Several techniques are introduced for data aggregation schemes and these schemes are classified as cluster-based, centralized, tree-based, and in-network data aggregation. Similarly, cluster construction and cluster head selection techniques also affect the network lifetime. Hence, efficient cluster construction and selecting the cluster head is considered as an important step to improvise the network lifetime. Currently, hierarchal clustering schemes have gained attraction in Wireless Sensor Networks which are further classified as cluster-based and grid-based techniques [15]. However, these schemes fail to achieve the desired performance for huge network scenarios.

From this discussion, it can be concluded that secure data aggregation, cluster realization, and selecting the cluster heads helps us as the first step to proliferate the network lifetime. In this work, the objectives and development of a new methodology to deal with the network lifetime related problems has been focused. Limited work has been carried out, focusing on these issues. This article offers several mechanisms to boost the overall network performance. These key findings are, a secure localization scheme, where trust-based method is applied before localization is presented. The localization scheme is based on the RSSI (Received Signal Strength Indicator) technique Cluster realization and Cluster Head selection method which considers residual energy as the main parameter is presented. “Average” function-based aggregation of data to abate the energy depletion of the network is presented.

The work has been presented in three sections. In Section 2 under materials and methods, literature review is presented on secure localization, data aggregation, cluster realization and cluster head selection also it describes the proposed solution for the aforementioned objectives, in Section 3 the results and comparative analysis is presented and finally, in Section 4 the concluding remarks about the approach is presented.
2. Literature review

This section concisely describes the existing techniques which includes secure node localization, data aggregation, cluster realization and cluster head selection.

2.1 Secure node localization

The authors in [16] reported that existing techniques postulate the model parameters to decrease the complexity in cost functions in the process of position estimation. Although, these parameters depend on the functional conditions that prevail in wireless environment and adapt the changes over time due to obstacles in the environment and other variations in the environmental conditions. Performance of these systems cannot be guaranteed in real-time systems. To address these issues, challenges, authors introduced a combined model, where RSS (Received Signal Strength Indicator) and TOA (Time of Arrival) techniques which can estimate and adapt these challenges “on field”. This scheme is split into two distinct steps, the first stage exploits the nodes in known position and estimates the unidentified parameters of Received Signal Strength Indicator and Time of Arrival. In next stage, hybrid TOA-RSS(Time of Arrival-Received Signal Strength Indicator) pooled with least square method to assess the position of unknown target. The authors in [17] modified the range-based localization algorithm by incorporating the use of distributed computing as cooperative and collaborative manner.

This approach focuses on the resource utilization and improvement in the position estimation. According to this scheme, the Media Access Control scheme (MAC) is studied as part of localization concept. The Media Access Control model helps to decrease the energy depletion by reducing the packet retransmission and collision. Complete network is divided into several clusters, where Media Access Control scheme restricts the coverage to limited neighbors. The authors in [18] have used triangulation method to estimate the node location at single hop distance from an anchor node. However, localization in terms of multi-hop is also introduced which has gained attention because of its increased distance of localization such as DV-Hop (Distance Vector Hop). DV-Hop(Distance Vector Hop) is widely adopted due to less complexity and implementation cost. But, Distance Vector Hop technique suffers from the issue of localization accuracy. To overcome this issue, authors introduced improved Distance Vector Hop approach which uses RSSI model values of links between one-hop neighbors. Similar to this hybrid scheme, the authors in [19] presented hybrid approach using AOA/RSSI because these techniques do not require any synchronization among anchor and unknown nodes.

The conventional AOA schemes require large number of antennas which creates additional complexity in the network environment. To overcome these issues, authors presented 1AOA/n RSSI (Received Signal Strength Indicator) to increase the performance of Wireless Sensor Networks. Unlike previous techniques, this scheme requires one master anchor to obtain the location estimation using AOA (Angle of Arrival) whereas other anchor nodes are equipped with single-antenna transceivers. Initially, the AOA/RSSI (Angle of Arrival/ Received Signal Strength Indicator) models are realized for single virtual anchor further it is extended for 1AOA (Angle of Arrival) and n RSSI(Received Signal Strength Indicator ) models using least square and subspace methods. The authors in [20] focused on the localization accuracy problem of fixed multi-anchor methods and presented Three-Dimensional (3D) localization algorithm by combining RSSI (Received Signal Strength Indicator ) and TOA(Time of Arrival) for single mobile anchor node scenario. In a 3D (3 Dimension) localization solution, a mobile anchor node is used, which travels in accordance with Gauss-Markov 3D mobility model [20]. The combination of RSSI (Received Signal Strength Indicator) and TOA (Time of Arrival) is implemented for near end and far end ranges, respectively to achieve the accurate gap between anchor and unidentified node. Finally, these values are used in maximum-likelihood estimation to obtain the positions of unknown nodes. However, this method doesn’t deal with the mobility and multiple anchor node scenario, thus it is the main consideration for future research scope. The authors in [21] presented a hybrid model by combination of metaheuristic optimization like genetic algorithm, and particle swarm optimization. Further, these models are processed through the back propagation neural network to uplift the network performance. The authors in [22] presented dragonfly–firefly algorithm (DA–FA) for localization. The authors in [23] developed two-stage particle swarm optimization algorithm for estimation of node’s position in the “concave regions”. The complete process is comprised of two stages where first stage is used to measure the gap between nodes where it uses similar path search mechanism along with intersection ratio based on preliminary localization. In second stage, improved PSO (Particle swarm optimization) is applied on the outcome of initial localization. Although, this approach is suitable to
deal with positioning issues but overcoming the practical limitation of deploying the anchor node still remains a challenging task. Security is also considered as a prime concern in localization. Several schemes are presented to incorporate the security in the Wireless Sensor Networks localization. The authors in [24] considered a scenario of node which is malicious which tries to interrupt the procedure of localization Wireless Sensor Networks and presented the secure localization process which uses the Least Square method which is weighted (WLS) and the secure version of it (SWLS), LN-1E and LN-1 (ℓ1-norm based localization techniques). The WLS (weighted least square) and SWLS (secure weighted least square) techniques identify and eradicate the measurement of hostile node. In the case of planned attack, the LN-1E (Norm Based) technique models the problem as fitting the plane problem in which the computation of genuine and malicious node is separated by different plane. The computational complexity of this scheme depends on the number of anchor node thus increasing the anchor node leads to increased computational complexity.

2.2 Data aggregation

Data aggregation is also considered as vital parameter that can improve the energy depletion of the network. This section presents a discussion on data aggregation techniques. The authors in [25] focused on dealing with network lifetime related issue, WSNs have adopted duty-cycling technique where sensing capabilities of sensor nodes are switched on and off periodically. However, these techniques affect the data aggregation (DA) performance. To overcome this issue in DA, authors have introduced an approach called delay efficient data aggregation scheduling (DEDAS-D) technique in duty-cycled WSNs. The authors in [26] focused on securing the data aggregation mechanism and presented energy-aware secure data aggregation. However, this technique achieves the accuracy similar to maximum likelihood but achieving less error for highly dense networks is a challenging task for this approach. The authors in [27] introduced ring-based data aggregation scheme to boost up the energy efficacy of the network. This approach divides the network into multiple rings and data aggregation is performed through consequent rings from outside to insider direction. This approach focuses on both transmission reliability and energy consumption issues. For reliable transmission, the intermediate or aggregator nodes unicast the multiple copies however, more number of copies creates auxiliary energy cost. However, the energy utilization is optimized by adaptively selecting the packet copies using fuzzy logic. The authors in [28] emphasized on security along with energy aware data aggregation in Wireless Sensor Networks. The authors have evaluated a continuous data aggregation issue which is affected due to selective forwarding attacks. This model embraces the security by considering Shamir’s sign and secret sharing scheme for sharing the data secretly considering the signatures for secure aggregation. The authors in [29] have used optimization strategy to extend the network lifetime with the help of firefly optimization. Moreover, authors have reported that proper Cluster Head selection is also considered as promising technique which can minimize the energy depletion. The authors in [30] have focused on improving the data aggregation process along with security concerns in the Wireless Sensor Networks (WSN). This scheme uses a novel secure data aggregation scheme where autoregressive model is used for time series analysis. This is a time series analysis technique which is used to avoid the learning of data pattern by adversaries.

2.3 Clustering and cluster head selection

The formation of the clusters and selecting the cluster head is the third objective which is a key factor in network QoS (Quality of Service) and lifetime. Generally, the node that has the higher residual energy is being considered as the best solution for CH (Cluster Head) selection. The authors in [31] have proclaimed that appropriate CH (Cluster Head) selection can be useful in load balancing in the network resulting in the enhancing the network lifetime. The authors presented a dynamic way for cluster head selection where CH (Cluster Head) is chosen depending on the variation of energy. This approach takes account of the energy in the initial state, remaining energy and CHs which has optimum values for the upcoming Cluster Head selection for specific clusters. Authors in [32] developed a cluster formation and selection of Cluster Head mechanism to improvise the network in terms of the energy efficiency by utilizing the optimization strategies. In this approach, authors introduced a new fitness function for hybrid model of Glow-worm swarm with Fruit fly Algorithm (FGF) [32]. The authors in [33] have presented an energy-aware routing using threshold and fuzzy logic-based approach. This model computes the probability value of cluster head selection by taking residual energy into consideration for each node. The data to forwarded to the sink by the cluster head with the implementation of fuzzy control mechanism with communication with multiple hops which makes use of length of the queue,
the remaining energy and distance between node and base station. The authors in [34] have developed a “Enhanced Technique based on Reliability for Ordering the Similarity Preference by to Ideal Solution (RE-TOPSIS)” approach which uses the logic based on fuzzy method for decision making for cluster head selection. It selects the initial cluster and cluster head using LEACH (Low-energy adaptive clustering hierarchy) protocol further RE-TOPSIS (Technique for Order of Preference by Similarity to Ideal Solution), removes the phase of selecting the cluster head in each round. Authors have considered several benchmarks such as the energy which is remaining, the node distances, energy consumption rate, neighbouring node, and distance that is considered between cluster head and sink, distance between Cluster head and the node which is a member, and reliability index. The authors in [35] have developed a high-quality clustering algorithm to increase the intra and inter-cluster distance which reduces the clustering error. To select the cluster head which is optimal, the fuzzy logic evaluates several criteria like the remaining energy, min and max distance which is in-between base station and the sensor node, min and max energy in each cluster.

In [36] Rong Tan et al. focused on improving the localization and presented Distance Mapping Algorithm (DMA) to identify the node position with the help of estimation and distance matrix with an optimized linear transforming function. Further, genetic algorithm is also incorporated to minimize the localization error. The objective function in GA suffers from the poor convergence performance.

Salim El Khediri et al. [37] presented K-means algorithm to deal with energy consumption related issues in WSN and improving the network lifetime. This is achieved by incorporating a sample space partition in k-means. Based on this, it selects the cluster head based on the network size. This scheme is known as optimal K-means however this scheme doesn’t consider aggregation and security aspects.

3. Proposed model

In this segment a proposed solution for Secure Node Localization, Cluster realization, and Data Aggregation to boost up the network lifetime is presented.

3.1 Secure node localization

The first objective is to incorporate the security aspects in the node localization. Previous section described that range-based schemes are broadly adopted in this field, specifically, the RSSI (Received Signal Strength Indicator) algorithm reported significant improvement in the localization performance. Hence, Received Signal Strength Indicator approach is used for localization. In order to consider the security scenario, a trust evaluation-based model is presented to identify and avoid the malicious node.

3.1.1. Problem formulation

Consider that $S_t = \{S_1, \ldots, S_{n_t}\}$ is the set of sensor nodes that are heterogeneous in nature and which are installed arbitrarily in a two-dimensional geographical area which is divided into $m \times m$ cells and $\Omega = \{1,2,3,\ldots,m^2\}$ is the sample space for cell coordinates. The first $n_a$ nodes are considered as the landmark as $S_a = \{S_1, \ldots, S_{n_a}\}$ and the unknown nodes are denoted as $S_u = \{S_{n_a+1}, \ldots, S_m\}$, $y_j$ represents the path loss samples which are collected by $S_j$ from $S_j$ at time stamp $t$. Let $\Theta_j$ be a vector which stores the path loss samples of different nodes which have been communicated between connected node pairs during first $k$ time steps and $y_j^{(k)}$ is the vector of all path loss samples which are collected by $S_j$ from its neighbouring node. Consider a random variable $y_j^{(k)}$ which is defined over $\Omega$ to represent the location of $S_j$ at $k^{th}$ time step. In order to estimate the location of $S_j$ at time step $M$ for given path loss, the location estimation problem as is defined as:

<table>
<thead>
<tr>
<th>Table 1. Notation used in this work</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Notation</strong></td>
</tr>
<tr>
<td>Sensor nodes</td>
</tr>
<tr>
<td>Network region</td>
</tr>
<tr>
<td>Unknown nodes</td>
</tr>
<tr>
<td>Coordinates of nodes</td>
</tr>
<tr>
<td>Path loss vector</td>
</tr>
<tr>
<td>Probability function</td>
</tr>
<tr>
<td>Comprehensive trust</td>
</tr>
<tr>
<td>Weight factor</td>
</tr>
<tr>
<td>Comprehensive trust</td>
</tr>
<tr>
<td>Nodes attribute set</td>
</tr>
<tr>
<td>Time decay function</td>
</tr>
<tr>
<td>Direct trust between point $x$ and $y$</td>
</tr>
<tr>
<td>Recommended trust</td>
</tr>
<tr>
<td>Trust value of mediator node</td>
</tr>
<tr>
<td>Entropy</td>
</tr>
<tr>
<td>Energy consumption</td>
</tr>
</tbody>
</table>
\[ \hat{x}_j = \arg \max_{x_j} \left[ P\left( x_j^{(M)} = x_j | \Theta_{M} \right) \right] \]  

(1)

Where \( P(.) \) represents the probability function and \( \arg \max \{ f(x) \} \) is used to denotes the largest value of \( x \) achieved by the function \( f(x) \). Table 1 denote the notations used in this work.

3.1.2. Localization scheme

Consider a Sensor Network which comprises of beacon nodes and regular nodes. It is assumed that beacon nodes are capable of self-positioning in the network using positioning devices whereas the regular sensor nodes need to localize their position based on the information obtained from other nodes and beacon nodes. According to this approach, initially, the information obtained from beacon node is used for estimating the location information by using signal attenuation formula. Maximum likelihood estimation method is then applied, when enough data is collected by the beacon nodes and regular nodes. During this phase of information collection, the adversary nodes may tamper with actual information collected by beacon node which leads towards the poor localization accuracy. This case can occur in any of node i.e., regular node or beacon node. The malicious regular node may transmit false data to the beacon node which may affect the Quality of Service (QoS). If the malicious node transmits redundant data, data aggregation scheme is applied in such cases. In order to maintain the credibility of regular sensor node and beacon node, a trust Evaluation Based model is proposed. In this model, a sensor node that has the trust value which is highest is considered as a reliable node and node with lowest trust value is discarded in the current round of simulation.

Considering that an unknown regular node \( N \) transmits location request signal ‘Loc_req’ and a beacon node which is in the range of this node, transmits an acknowledge packet ‘Loc_ack’ to the corresponding node. Here, a trust computation model for beacon node and regular node, vice-versa has been incorporated. At this stage, the values for direct and indirect trust are computed to obtain the comprehensive trust values. The value for the comprehensive trust can be expressed as:

[\[ C = \alpha D + \beta I \]  

(2)]

Where \( C \) is the Comprehensive Trust value, \( D \) represents the value of Direct Trust (DT) and \( \alpha \) is a weight factor for DT (Direct Trust). \( I \) denote the

Indirect Trust (IT) value, \( \beta \) is the weight factor for IT (Indirect Trust). In order to compute the DT of any node which consists of \( n \) attributes. A set of these attributes is denoted as \( A = \{ A_1, A_2, \ldots, A_n \} \) \( (0 \leq A_i \leq 1) \). Here, \( A \) is an attribute set containing various attributes. Each attribute value has specific impact on trust computation hence a weigh vector is defined as.

Along with this, consider a time decay function \( T(f) \) as follows:

\[ T(f) = \begin{cases} 0 & k = 0, \\ 1 & k = 1, \\ T(f - 1) - \left( \frac{1}{2} \right)^{f - 1} & 1 \leq f \leq n \end{cases} \]  

(3)

Based on this, the direct trust value can be given as:

\[ W_k^{(A,v)} = T(f) \times \sum_{i=1}^{\Theta} v_i \times A_i \]  

(4)

For computing the final trust value, combine all previous trust values. The final Direct Trust (DT) value can be computed as:

\[ D_{xy} = \prod_{f=1}^{n} W_k^{(A,v)} \]  

(5)

Where \( D_{xy} \) signifies the Direct Trust value between source node \( x \) and destination node \( y \).

Similarly, compute the indirect trust value for the network scenario as defined in Fig. 1. Below. In the scenario there is a source node, mediator node and a target node.

The source node, mediator node and target node are represented as \( S \), \( M \) and \( T \) respectively, \( I \) and \( D \) denotes the trust values of intermediate and direct trust. Consider three nodes which are anchor nodes that are very close to a node which is target node will be preferably considered as recommended node and are termed as \( R_i \), \( R_m \) and \( R_n \).
The most suitable node can be obtained based on trust value that is defined as:

\[ I_{xy}(f, s, n) = \begin{cases} \frac{1}{2} & i = 1, \\ \frac{1}{2} + \sum_{t=1}^{n} r(t) \times s_i & i > 1 \end{cases} \quad (6) \]

Here \( n \) characterizes the overall nodes participated in the trust computation and \( s \) denotes the Boolean value which indicates that whether a node is considered for direct trust computation. Finally, the trust value for mediator node is expressed as:

\[ M_{xy}(f, s, n, A, v) = \frac{1}{2} (\Phi + \Omega + \Psi) \quad (7) \]

Where \( \Phi = I_{xy}(f, s, n) \times D_{wy}(A, v) \), \( \Omega = I_{xy}(f, s, n) \times D_{wy}(A, v) \), and \( \Psi = I_{xy}(f, s, n) \times D_{wy}(A, v) \).

To calculate the final trust value, defining the information entropy of direct trust corresponding to their attributes, which is expressed as:

\[ H_{sdd} = -D_{wy}(A, v) + \log_2 \left( D_{wy}(A, v) \right) - (1 - D_{xy}(A, v)) \log_2 (1 - D_{xy}(A, v)) \quad (8) \]

Similarly, the information entropy of intermediate trust is measured and computed as:

\[ H_{smm} = -M_{xy}(f, s, n, A, v) \times \log_2 (M_{xy}(f, s, n, A, v)) - (1 - M_{xy}(f, s, n, A, v)) \times \log_2 (1 - M_{xy}(f, s, n, A, v)) \quad (9) \]

With the help of these values of direct and intermediate node trust values, the weigh distribution values are obtained as follows:

\[ \alpha = \frac{H_{smm}}{H_{smm} + H_{sdd}} \]
\[ \beta = \frac{H_{sdd}}{H_{smm} + H_{sdd}} \quad (10) \]

These values can be replaced in above given Eq. (2) to obtain the final trust value. Based on these trust values, validation of node is done to check whether it can be considered for further process. There is a difference between actual distance and measured distance in Wireless Sensor Networks that follows the normal distribution, thus, the error function can be expressed as:

\[ \sigma_N(ds) = ae^{-\frac{(ds-ds_0)^2}{b^2}} \quad (11) \]

\( \sigma_N(ds) \) denotes the Gaussian function for distance \( ds \). If value of \( ds \) and \( ds_0 \) are equal measurement error reaches to the maximum value. For simplicity, the distance measurement model for \( \Lambda_i \) attribute which is expressed as:

\[ p_1(ds) = \begin{cases} \frac{ds}{ds_0} & ds \leq ds_0 \\ \frac{ds-ds_0}{ds} & ds > ds_0 \end{cases} \quad (12) \]

Defining the location reference of unknown node as

\[ R = \{ (j_1, k_1, d_1), (j_2, k_2, d_2), \ldots, (j_n, k_n, d_n) \} \]

here \( (j, k) \) are the anchor node coordinates and \( d \) signifies the distance between unknown node and anchor nodes. Here, the coordinates \( j \) and \( k \) are obtained by using least square and least square regression model as follows:

\[ d_i^2 = (j - j_i)^2 + (k - k_i)^2 + \eta \quad (13) \]

Where \( \eta \) denotes the measurement error as \( \eta \geq U(-\epsilon, \epsilon) \) where \( \cdot \) is the maximum error of measurement given as:

\[ \max |d_i - \sqrt{(j - j_i)^2 + (k - k_i)^2}| \leq \epsilon \quad (14) \]

Now, RSSI (Received Signal Strength Indicator) signal attenuation model and the distance ratio between transmitter and receiver can be defined as:

\[ \frac{d_i}{d_f} = 10 \left( \text{RSSI}(d_f) - \text{RSSI}(d_i) \right)/10 \alpha \quad (15) \]

The coordinates of three anchor nodes are given as \( (c_1, d_1), (c_2, d_2) \) and \( (c_3, d_3) \) unknown node coordinate is \( (c, d) \), corresponding distance of anchor node is obtained as \( dd_1, dd_2 \) and \( dd_3 \) as:

\[ d_1 = \sqrt{(c - c_1)^2 + (d - d_1)^2} \]
\[ d_2 = \sqrt{(c - c_2)^2 + (d - d_2)^2} \]
\[ d_3 = \sqrt{(c - c_3)^2 + (d - d_3)^2} \quad (16) \]
With the help of least square based method, the coordinates of anonymous node can be obtained as:

\[
\begin{bmatrix}
    c \\
    d
\end{bmatrix}
= \begin{bmatrix}
    2(c_1 - c_3)2(d_1 - d_3) \\
    2(c_2 - c_3)2(d_2 - d_3) \\
    c_1^2 - c_2^2 + d_1^2 - d_2^2 + dd_3^2 - dd_2^2 \\
    c_2^2 - c_3^2 + d_2^2 - d_3^2 + dd_3^2 - dd_2^2
\end{bmatrix}^{-1}
\]

(17)

3.1.3. Clustering and cluster head selection

The cluster formation and Cluster Head Selection model are presented here. First the energy depletion model for source and sink/next-hop to perform specific task based on the size of data packet is presented. Consider both free space model and multi-path fading channels based on the sources and sink module distances. According to the network density, consider a distance threshold as \(d_o\), if the valued of distance between source and sink/next-hop is smaller than the given threshold distance then consider a model which is free-space (\(f_s\)) or else use multipath model. Let us consider that electronic circuit and amplifier use the energy \(E_{elec}\) in multipath \((m_p)\) model and free space \(\cdot m_p\) respectively. Thus, on this assumption, the energy which is required by radio to communicate the \(q\) bit data over a distance \(s\) is expressed as:

\[
E_t(l, d) = \begin{cases} 
    lE_{elec} + le_{fs}d^2, & \text{for } d < d_0 \\
    lE_{elec} + le_{mp}d^4, & \text{for } d \geq d_0 
\end{cases}
\]

(18)

\[
E_R(l) = lE_{elec}
\]

(19)

The energy utilization parameter \(E_{elec}\) relies on several parameters such as modulation scheme, encoding model, filtering and signal spreading. Similarly, the amplifier energy is given as \(E_{mp}\), depends on the transmitter and receiver distance. In the heterogeneous network considerations, the preliminary energy is arbitrarily assigned to each as \(E_0\). \(E_0\) is the lower bound and \(a_{max}\) decide the maximum energy value. The total energy of heterogeneous network is given as:

\[
E_{total} = \sum_{i=1}^{N} E_0 (1 + a_i)
\]

(20)

Table 2. Initial packet structure

<table>
<thead>
<tr>
<th>Node identification</th>
<th>Residual energy (E_{res}(l))</th>
<th>Distance from (BS) (d(ch_i,bs))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(ID_i)</td>
<td>(E_{res}(l))</td>
<td>(d(ch_i,bs))</td>
</tr>
</tbody>
</table>

Assuming that each non-cluster head node transmit the \(L\) bit size data packet in each round. Hence, the total dissipated energy for each round can be expressed as:

\[
E_{round} = L(2NE_{elec} + kE_{mp}d_{toBS}^4 + NE_{DA} + NE_{fs}d_{toCH}^2)
\]

(21)

By means of this, the number of cluster heads which is optimal can be obtained as:

\[
K_{opt} = \frac{M}{d_{toBS}^2} \cdot \left( \frac{\sqrt{E_{fs}}}{\sqrt{E_{mp}}} \right)
\]

(22)

Based on this process, the node broadcasts the \(JOIN\) request to the neighbouring node which will be elected as Cluster Head. The neighbouring nodes/participating node receives this message from the neighbouring nodes. The best criteria for selecting the cluster head are the cluster head stability residual energy and distance ranges from the next cluster head or base station. Here, the clusters which are nearest to the base station have the size which is smaller because of less energy requirement and less distance to transmit the packet. In this work, a model has been introduced which can be used to assign the cluster radius which is expressed as:

\[
R_{opt} = \left(1 - \frac{d_{max} - d(ch_i,bs)}{d_{max} - d_{min}}\right) \times r_0 \times \sqrt{\frac{E_{residual}}{E_0}}
\]

(23)

The Initial packet structure for communication model is shown in Table 2.

The communication model of proposed approach is as follows:

Measure the distance between the selected cluster head and base station as \(d(ch_i,bs)\) and use multi-hop routing if the distance is measured as greater than the Threshold \(d_o\). Next if the value of \(d(ch_i,bs)\) is less comparatively lesser than the threshold value, then Cluster Head is eligible to communicate directly to the base station.

3.1.4. Data aggregation

Data aggregation scheme plays important role in WSN which helps to enhance the network lifetime and QoS(Quality of Service). Assign a variable \(\psi\) as the successful packet delivery rate to the next hop.
which is used to maintain the QoS (Quality of Service) level. Let us consider that transmission of \( y \) packets to the next hop after successful localization and trust evaluation, the transmission reliability is denoted as \( \psi_i = 1 - (1 - p_y)^y \). With the help of this, the network transmission reliability can be considered as \( \Pi_k = (1 - (1 - p_y)^y) \). Here, the focus is on improving the network lifetime while maintaining the transmission reliability, hence, the energy utilization minimization objective function is defined as:

\[
\begin{align*}
\text{Max}(T) = & \text{Min} \left[ \text{max}_{0 \leq i \leq N} \left( E_i \right) \right] \\
E_i = & \sum_{v \in \psi_i} E_{t} + \sum_{v \in \psi_i} E_{r} \\
\sum_{v \in \psi_i} \sigma(v_i) & \geq \epsilon 
\end{align*}
\]

\( p_r \) denotes the packet size for receiving node and \( p_t \) denotes the packet size for transmitting node, \( E_t \) is energy utilized by transmitter node, \( E_r \) is the energy utilized by receiver node and overall energy consumption for node \( i \) is given as \( E_i \). \( \sigma(v_i) \) is the indicator successful packet delivery. For successful delivery \( \sigma(v_i) = 1 \) and \( \sigma(v_i) = 0 \) if packets are not delivered. In order to meet the aggregation criteria, there is a usage of “average” aggregation function. Let us consider that a time schedule for all nodes in the cluster is given as \( \{ \tau_1, \tau_2, ..., \tau_k \} \). Assuming that the current cluster consist of \( k \) number of nodes and the cluster head of current cluster aggregates the data for the considered time period \( T \) as \( X = \{ X_1, X_2, ..., X_n \} \). The average function based aggregation can be expressed as:

\[
P_{\text{avg}} = \text{Avg} \left( \sum_{j=1}^{n} X_j \right) \tag{25}
\]

### 3.2 Results and discussion

The experimental analysis is described using proposed hybrid approach of secure localization, data aggregation, and energy aware cluster head selection. Hence the proposed hybrid method is executed using a simulation tool such as MATLAB which is installed on windows operating systems. The windows platform has the following specifications like 8 Giga Byte of RAM, Intel Core i3 Processor and 1Terra Byte of hard drive. The simulation parameters are described below in the given Table 3.

Consider a network scenario where 20 nodes are considered as anchor node and the performance is measured considering the factors of localization error and energy consumption. The obtained performance is put into comparison with existing techniques such as DV-Hop(Distance Vector-Hop), MDS-Map(Multidimensional Scaling) and DMA(Distance Mapping Algorithm) as mentioned in [36]. Below given Fig. 2 shows the comparative analysis of localization performance.

Above given Fig. 2 shows that as the anchor nodes are increasing the localization error decreases. The existing techniques have more error when compared to proposed approach because proposed approach uses correlation between sensor node distances. Moreover, the security module helps to consider only the reliable information hence false location is avoided in this model. The experimental analysis depicts the average localization error is obtained as 1.51, 2.28, 2.52 and 1.25 using DMA (Distance Mapping Algorithm), MDS-Map (Multidimensional Scaling), DV-Hop (Distance Vector-Hop) and Proposed Approach, respectively.

The inaccurate localization affects several performance parameters of the network. Similarly, the energy depletion performance for data aggregation is measured. Fig. 3. given below depicts the energy dissipation performance for 20 anchor node scenarios. Similar to previous experiment, the performance is compared with existing techniques as described in [36].
As per this experiment, the increased number of anchor nodes leads to increase the energy dissipation because all anchor nodes transmit the packet to the nearby nodes to estimate the location. The proposed approach achieves better performance while considering the secure localization whereas existing approaches don’t consider the security aspects. This analysis shows that without considering security mode, better functioning can be achieved by diminishing the energy depletion. However, still the proposed approach achieves desired performance while maintaining security and efficient localization. The average energy consumption is obtained as 1.02, 1.67, 1.90 and 0.82 using DMA (Distance Mapping Algorithm), MDS-Map (Multidimensional Scaling), DV-Hop (Distance Vector-Hop) and Proposed Hybrid Approach, respectively.

Further, the performance for inter-cluster and intra-cluster communication is measured. The data which is aggregated is further transferred to the corresponding base station. Thus, here in this process the complete network consumes energy and for multiple rounds of simulation the nodes gradually start dying because of not enough energy to transmit the data packet. Comparing the obtained performance with existing techniques such as LEACH (Low-energy adaptive clustering hierarchy), O-LEACH H(Optimization Low Energy Adaptive Clustering Hierarchy), Bee Cluster, and OK-Means (Optimal K-means) and Proposed Hybrid Approach, respectively.

Fig. 4 shows the comparative analysis in terms of alive nodes for 100 nodes. The simulation is performed for 5000 rounds and measured total alive nodes after finishing the simulation. Initially, there is less communication and each sensor node has efficient energy hence for 500 nodes number of dead nodes are not reported. During this simulation, the increase in simulation round leads to the energy depletion which causes rise in dead node count. This experiment shows that average number of alive nodes are obtained as 35, 45, 60, 73, and 56 using LEACH (Low-energy adaptive clustering hierarchy), O-LEACH H(Optimization Low Energy Adaptive Clustering Hierarchy), Bee Cluster, and OK-Means (Optimal K-means) and Proposed Hybrid Approach, respectively. The performance for 300 node scenarios is also measured and depicted in Fig. 5.

In this experiment, consider 300 nodes scenario for 5000 rounds, the average alive nodes are obtained as 188, 142, 148, 197 and 220. Further, comparing the performance with reference to energy consumption for varied number of node scenario as depicted in Fig. 6.
The average energy consumption as 6.17, 4.56, 5.31, 4.02 and 3.61 using LEACH (Low-energy adaptive clustering hierarchy), O-LEACH (Optimization Low Energy Adaptive Clustering Hierarchy), Bee Cluster, and OK-Means (Optimal K-means) and Proposed Approach has been achieved in this experiment respectively. The proposed methodology uses a combination of node localization, data aggregation and energy-aware cluster formation which helps to reduce the overall energy consumption.

4. Conclusions

In this approach, the focus is on improving the network performance with the reference to Network Lifetime. Minimizing the energy dissipation and incorporating the security. This work is divided into three stages where energy aware Sensor Node localization model is presented and in the next phase Cluster Formation and Cluster Head selection is achieved. Finally, data aggregation scheme is presented to discard the data redundancy. The localization model uses RSSI (Received Signal Strength Indicator) based scheme and trust evaluation model, the clustering scheme uses energy related parameters of sensor nodes and aggregation is performed using “average” function. The comparative analysis demonstrates the significance of proposed approach due to its quality to improve the performance of the network by decreasing the energy depletion and increasing the lifespan of a network. In future, the lightweight cryptography schemes can be incorporated to improve the data security.
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