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Abstract: Cancer microarray analysis is a challenging and crucial task. Though a massive collection of approaches 

has been presented, there is still room for improvements particularly in obtaining a higher accuracy while using a 

smaller set of features. Recently, the deployment of optimization algorithms in cancer research domain has shown to 

have significant impact. In addition, hybrid gene selection methods have outperformed single methods such as filter 

and wrapper methods due to their capability in producing better classification accuracy with less number of 

biomarkers. However, existing hybrid methods with firefly optimization algorithm need to be improved to prevent 

slow convergence and local optimum. Hence, we propose a new hybrid gene selection approach which integrates the 

correlation-based feature selection filter and mutable firefly algorithm to determine relevant features for cancer 

classification. The proposed approach is evaluated on four cancer microarray datasets, where all provided 100% 

accuracy with minimum biomarkers. The results imply that the proposed hybrid feature selection algorithm is a 

competitive method in high dimension domain and provide insights in healthcare domain via biomarker 

identification. 

Keywords: Cancer classification, Correlation-based feature selection, Firefly algorithm, Gene selection, Microarray 

analysis. 

 

 

1. Introduction 

Gene selection is not only important for early 

cancer diagnosis but also produces genetic 

information regarding biomarkers which in turn are 

beneficial in cancer treatment. Recently, cancer 

microarray analysis has become an active field of 

research [1-5]. Microarray analysis has enabled 

researchers to classify cancer samples without 

biological knowledge. Further, cancer microarray 

experiments yield thousands of gene expressions 

concurrently. Typically, microarray datasets consist 

of thousands of genes compared to a small number 

of samples [6, 7]. This is a major issue in cancer 

microarray analysis [7]. The redundant and 

irrelevant genes in microarray datasets result in low 

classification performance in addition to 

computational complexity and overfitting. 

Removing redundant and irrelevant genes while 

preserving informative genes would results in 

successful cancer classification while deploying a 

simple model. Therefore, gene selection is very 

important in cancer microarray analysis.  

Gene selection approaches are of three types: 

filters, wrappers, and hybrid approaches. Filter 

approaches are typically being used for 

preprocessing rather than in gene selection. 

Nonetheless, filter-based gene selection approaches 

[8-10] introduced for cancer classification has yet to 

report significant classification accuracy. At the 

same time, wrapper-based gene selection approaches 

[4, 5] tend to produce large gene subsets which in 

turn is a drawback. However, hybrid approaches [3, 

11] which utilize both filter and wrapper approaches 

seem to produce competing results over filter and 

wrapper approaches. Nevertheless, gene subset 

evaluation from microarray search space becomes 

strenuous with the increase of features [1]. 

Therefore, obtaining the exact solution seems 

impossible under certain circumstances. Hence, 
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optimal solutions are preferable with the help of 

meta-heuristic algorithms.   

Recently, hybrid approaches with meta-heuristic 

optimization algorithms [2, 12] have been 

introduced with significant results in gene selection. 

Artificial Bee Colony (ABC) algorithm [12], Firefly 

Algorithm (FA) [2] Genetic Algorithm (GA) [13-15], 

and Particle Swarm Optimization (PSO) algorithm 

[16] are some of the meta-heuristic algorithms used 

for cancer classification. Nevertheless, existing 

wrapper-based meta-heuristic optimization 

algorithms have not shown significant performance 

in terms of accuracy and biomarker selection in 

microarray analysis. For instance, wrapper based 

ABC [17], GA [17], PSO [17], Elephant Search 

Algorithm (ESA) [4], and FA [18, 19] have 

produced large genes subsets and low accuracy [17, 

20] over large feature space in contrast to hybrid 

meta-heuristic optimization based algorithms [1-3, 

12, 13] where both wrapper and filter are utilized to 

produce better results. Nonetheless, choosing a 

suitable meta-heuristic optimization algorithm is 

challenging due to the influence of fitness value, 

convergence, and exploration and exploitation 

capabilities of the corresponding swarm based 

algorithm. FA is a popular demanding optimization 

algorithm which is actively used in many 

applications [21]. FA has special characteristics 

such as automatically subdivision, multimodality, 

and good balance between exploration and 

exploitation [22]. However, slow convergence and 

local optimums [23] are two major drawbacks of FA. 

Having too much exploration but with limited 

exploitation lead to a slow convergence [23]. 

Existing hybrid swarm based algorithms [1, 12, 

13, 24] including FA based studies [2, 25, 26] which 

use fixed size solutions for population generation 

suffer with slow convergence due to increased 

exploration and limited exploitation. In other words, 

defining a large threshold for a fixed size solution 

will make the algorithm trapped with slow 

convergence. In addition, fast convergence 

behaviour has been already demonstrated in the 

literature with the use of non-fixed size solutions 

[27]. On the other hand, iteration of the initial 

population throughout the generations has been 

identified as an impact for local optimum. Existing 

studies [1, 2, 12, 13, 24-26] which use the initial 

population throughout the iterations suffer from 

local optimum due to lack of population diversity or 

sufficient exploration. Hence, regeneration 

formation has been suggested in the literature [28, 

29] in order to increase population diversity and thus 

to prevent local optimum.  

Therefore, we propose a hybrid gene selection 

approach that combines Correlation-based Feature 

Selection (CFS) filter [30] and a new variant of FA, 

termed as Mutable Firefly Algorithm (MuFA), and 

named as CFS-MuFA. The CFS filter is used to 

preprocess the microarray dataset while the MuFA 

is introduced to select relevant genes. Notably, CFS-

MuFA uses non-fixed size solutions and 

regeneration formation techniques to overcome slow 

convergence and local optimum issues respectively. 

A brief research background is given in Section 2 

while the detailed methodology is described in 

Section 3. The experimental setup and results are 

provided in Section 4. Moreover, Section 5 

discusses the results while the conclusion is 

presented in Section 6. 

2. Research background 

This section provides a brief description on 

meta-heuristic optimization algorithms [31], FA [32], 

CFS [30] filter, and Support Vector Machine (SVM) 

[33] classifier. Further, gene selection studies related 

to aforementioned algorithms are also discussed in 

this section. 

2.1 Meta-heuristic optimization algorithms 

Meta-heuristic optimization algorithms provide 

optimal solutions for a particular issue [21]. It is 

computationally expensive to find the absolute 

solution for a NP-hard optimization problem [34]. 

Hence, optimal solutions provided by optimization 

algorithms are more appropriate. Population based 

meta-heuristic algorithms such as ABC [35], Bat 

Algorithm (BA) [36], ESA [37], FA [32], and PSO 

[16] have been widely used in gene selection studies. 

However, selecting a suitable algorithm out of the 

pool of swarm based algorithms seems to be 

dominated by certain factors such as the fitness 

value, convergence, exploitation, and exploration 

capabilities. 

FA is a simple and popular optimization 

algorithm with recent demands in many applications 

[21]. The special properties: automatically 

subdivision and multimodality provide efficient 

performance for FA in optimization and 

classification tasks [22]. In addition, recent studies 

[38, 39] show that FA has the capabilities for being 

adapted and hybridized with other swarm algorithms 

giving more credits for the choice of FA in many 

applications. Hence, this research focuses on a 

hybrid gene selection algorithm using a new variant 

of FA. 
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2.2 Firefly algorithm 

FA imitates the light-emitting nature of fireflies 

with three rules defined as follows [32]. 

• Fireflies are unisex and attracted to each other; 

• The attraction of a firefly is proportional to its 

brightness. And the less bright fireflies will be 

attracted toward the brighter fireflies. The 

brightness is inversely proportional to the 

distance.  

• The brightness is determined by the fitness or 

the objective function.   

The brightness of a firefly 𝑥  is given by the 

fitness function 𝑓(𝑥). The attraction is represented 

by 𝛽 which decreases with the distance. The pseudo-

code of the FA is given in Fig. 1. 

Eq. (1) illustrates the position update in a less 

bright firefly 𝑥𝑖  when moves towards a brighter 

firefly 𝑥𝑗 . Parameters 𝛽0 , 𝛾 , and 𝛼  represent initial 

attractiveness, light absorption coefficient, and 

randomization parameter while 𝜀𝑖  represents a 

vector of random numbers drawn from a Gaussian 

distribution or uniform distribution [32]. 

 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝛽0𝑒−𝛾𝑟𝑖𝑗
2

(𝑥𝑗(𝑡) − 𝑥𝑖(𝑡)) + 𝛼𝜀𝑖  

(1) 

 

where, 𝑥𝑖(𝑡 + 1) is the new position and 𝑟𝑖𝑗  is the 

distance between firefly 𝑖 and 𝑗. The distance 𝑟𝑖𝑗  is 

calculated using Cartesian distance [32] as given in 

Eq. (2). 

 

𝐶𝑎𝑟𝑡𝑒𝑠𝑖𝑎𝑛_𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥𝑗 , 𝑥𝑖) = √(𝑥𝑗 − 𝑥𝑖)
22

   (2) 

 

FA has widely been used in many applications 

such as face recognition [40], price forecasting [41], 

speech recognition [42, 43], document clustering 

[44], and text classification [45]. Further, FA has 

been also used in many medical applications [46]. 

For instance, Chaotic Firefly Algorithm (CFA) [47] 

for brain tissue segmentation, Binary Firefly 

Algorithm (BFA) [48] for protein detection, Levy-

FA for radiotherapy treatment [49], and FA for heart 

disease diagnosis [50, 51] are few FA based 

applications used in biomedical systems. Besides, 

FA has been used for gene selection in cancer 

classification recently. BFA [25, 47, 52], Recursive 

Firefly Algorithm (RFA) [19], and composite FA 

[20] are few alternatives of FA proposed for gene 

selection in cancer classification. 

Gene selection using FA should be adapted in a 

way so that the optimal solution is produced in 

concern of the gene interactions. In addition, the  
 

 
Figure. 1 Pseudo code of firefly algorithm resource. Yang 

[32] 

 

standard FA has two major drawbacks: slow 

convergence and the nature of heavily falling into 

local optima. Hence, appropriate techniques should 

be introduced to overcome these issues. Existing 

wrapper-based firefly algorithms [19, 20] suffer 

from large genes subsets which cause trouble in 

identifying informative genes. On the other hand, 

firefly-based hybrid approaches [2, 26] do not 

concern gene interactions due to the usage of 

univariate filters for preprocessing. Meanwhile, 

firefly-based studies [2, 20, 25] which use fixed-size 

fireflies for the population are trapped with slow 

convergence while firefly-based studies [20, 25] 

which regulate the initially created population over 

the generations suffer from local optimums. Hence, 

we propose a hybrid gene selection approach with a 

multivariate filter: CFS filter and a new variant of 

FA: MuFA named as CFS-MuFA. 

2.3 Correlation-based feature selection filter 

Filter-based preprocessing is an essential step in 

gene selection. However, univariate filters such as 

mutual information filter [53] and f-score filter [54] 

individually evaluate the features in contrast to 

multivariate filters which evaluate feature subsets 

[55]. CFS filter [30], and mRMR filter [56] are 

multivariate filters used in gene selection [1, 12]. 

CFS filter evaluates the genes subsets in concern to 

correlations among genes and corresponding class. 

Genes with large correlations towards the class and 

small correlations within the genes are highly 

Input: Define parameters –  

population size 𝑛, 𝛽0, 𝛾, 𝛼0, maximum iteration: tmax 

Output: Best firefly  

Algorithm: 

Generate firefly population randomly: 

𝑥𝑖 , 𝑖 = 1, 2, 3, … , 𝑛; 

Evaluate the fitness of each firefly: 𝑓(𝑥); 

while (𝑡 < tmax); 

for 𝑖 = 1 to 𝑛; 

for 𝑗 = 1 to 𝑛; 

if (𝑓(𝑥𝑖)  < 𝑓(𝑥𝑗)); 

Move firefly 𝑖 towards 𝑗 

Calculate the distance 𝑟 using Eq. (2) 

Calculate the new position 𝑥𝑖 using Eq. (1) 

Update the fitness of firefly 𝑖 
end if; 

Evaluate new solutions and update light    intensity; 

end for 𝑗; 

end for 𝑖; 
Rank the fireflies and find the best firefly; 

end while; 
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prioritized to be present in the selected subset. In 

concern to preprocessing, irrelevant genes which are 

less correlated with the class and redundant genes 

which are highly correlated within genes should be 

eliminated from the resultant subset [57]. Best First 

Search (BFS) [58] heuristic strategy is used for 

searching due to its capability in handling large 

feature space [12]. Initially, a matrix of gene-class 

and gene-gene correlations are calculated using the 

training dataset [59]. Then, a genes subset is 

evaluated giving a score based on the Eq. (3). 

 

𝑆𝑐𝑜𝑟𝑒𝑠 =
𝐷𝑟𝑐𝑔̅̅ ̅̅̅

√𝐷+𝐷(𝐷−1)𝑟𝑔𝑔̅̅ ̅̅ ̅
                    (3) 

 

where 𝑆𝑐𝑜𝑟𝑒𝑠  is the score of a genes subset 𝑠 

consists of 𝐷  number of genes, 𝑟𝑐𝑔̅̅ ̅̅  is the average 

gene-class correlation, and 𝑟𝑔𝑔̅̅ ̅̅  is the average gene-

gene correlation.  

CFS filter has been used for feature selection in 

various fields such as in food grain classification 

[60], gene expression and proteomic pattern 

classification [59], quality assessment of retinal 

images [61], and classification of tear film lipid 

layer of the eye [62] and many more. In concern to 

feature selection for microarray analysis, Al-Batah 

et al. [8] presented a filter-based gene selection 

approach with CFS filter. However, due to the high 

dimension of microarray datasets, the approach 

produced relatively large genes subsets and low 

accuracy. Besides, Alshamlan [12] hybridized CFS 

filter with ABC algorithm giving a competing 

performance in terms of accuracy and genes subset. 

In addition, Jain et al. [63] proposed CFS filter-

based preprocessing with an improved binary PSO 

algorithm for gene selection. Though relatively 

acceptable classification accuracy was produced, the 

approach resulted in slightly large genes subsets. 

Existing works [12, 63] present the effectiveness of 

CFS filter in preprocessing. Further, in concern to 

the gene interactions and their inter-related 

functionalities [64, 65], the proposed research uses 

CFS filter for preprocessing. 

2.4 Support vector machine 

SVM [33] is a popular supervised learning 

algorithm introduced by Vapnik. SVM has been 

widely used in data mining applications such as 

classification [66, 67], prediction [68], forecasting 

[41] and many more [69]. There are plenty of 

supervised learning algorithms such as Artificial 

Neural Network (ANN) [70], Bayesian belief 

networks [71], instance-based methods [72, 73], and 

decision tree-based methods [74], etc. However, 

SVM has the potential to handle large-scale analysis 

efficiently [69] in contrast to some of the supervised 

learning algorithms which have the drawback that 

makes them less efficient over large-scale analysis.  

For instance, K-Nearest Neighbor (KNN) is not 

appropriate for multidimensional feature analysis 

due to its intuition towards irrelevant features [75]. 

On the other hand, decision trees don’t have the 

capabilities to handle diagonal separation [75]. 

Besides, SVM separates the samples in a dataset 

through a hyperplane drawn concerning the class. 

Further, SVM is capable of handling both linear and 

non-linear separations [76]. Existing works have 

demonstrated competing performance using SVM 

over large feature space such as microarray [1, 2, 

12]. Hence, the proposed research uses SVM 

classifier for classification purposes. 

3. Method 

The proposed methodology namely CFS-MuFA 

consists of a filter approach (i.e. CFS [30]) and a 

wrapper approach (i.e. MuFA). There are three 

components in CFS-MuFA: data preprocessing, 

gene selection, and classification as shown in Fig. 2. 

Further, each of these components are described in 

detail. 

3.1 Data preprocessing 

The standard microarray datasets undergo two 

processing: normalization and filtering. Initially, the 

original microarray datasets are normalized using 

min-max normalization [77]. The values of each 

feature are normalized in the range of 0 and 1 as 

denoted in Eq. (4) where the original value 𝑦  is 

normalized into 𝑦′. Min-max normalization rescales 

each feature giving equal priority and hence should 

be performed before filtering. The normalized 

datasets are passed through the CFS filter [30] in 

order to eliminate the irrelevant and redundant genes. 

The employed datasets are reduced in size after 

deploying the CFS filter, hence producing a CFS 

filtered dataset. CFS filter is a multivariate filter that 

evaluates gene subsets concerning gene interactions. 

Further, Best First Search (BFS) [58] is used to 

search the best feature subset with features that are 

highly correlated towards the class while slightly 

correlated among the features through the feature 

space. The normalized filtered datasets will then be 

moved towards the gene selection step. 

 

𝑦′ =  
𝑦−𝑚𝑖𝑛(𝑦)

𝑚𝑎𝑥(𝑦)−𝑚𝑖𝑛(𝑦)
                        (4) 
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Figure. 2 Flow of CFS-MuFA 

3.2 Gene selection 

Meta-heuristics optimization algorithms have the 

ability to find the global optimal solutions [78]. 

However, high dimensional datasets such as 

microarray require much attention during the 

process of feature selection as these datasets consist 

of a large number of features among which only a 

few informative features exist. The proposed MuFA 

consists of four steps: population generation, 

position update, regeneration formation, and firefly 

filtration. Each of these steps is described in detail 

as given below. 

3.2.1. Population generation 

The firefly population of the proposed MuFA is 

generated with mutable size solutions in contrast to 

the fixed size solutions provided in the standard FA. 

The slow convergence issue is aimed to be resolved  
 

 
Figure. 3 Population generation in MuFA 

 
with mutable solutions which can hold 𝑠 number of 

genes where 𝑠 = 1,2,3, … , 𝐷  in a 𝐷  dimensional 

feature space. A firefly population with 𝑛 number of 

mutable size fireflies would be illustrated as in Fig. 

3. 

3.2.2. Position update 

The position of a less bright firefly 𝑥𝑖  will be 

updated according to Eq. (5). It is worthwhile 

mentioning that the position update takes place if 

and only if the newly generated firefly results in 

higher fitness compared to the old firefly. 

 

𝑥𝑖(𝑡 + 1) = 𝑥𝑖(𝑡) + 𝑥𝑗(𝑡) − (𝑥𝑖(𝑡) ∩ 𝑥𝑗(𝑡))   (5) 

3.2.3. Regeneration formation 

The repetition of the algorithm on the same 

population over several iterations seems to results in 

low exploration which may produce less accuracy. 

Hence, in the proposed research, the firefly 

population is regenerated while preserving the best 

firefly found in the current generation. The 

regeneration formation process not only increases 

the exploitation capability as it preserves the best 

firefly, but also increases the population diversity. 

3.2.4. Firefly filtration 

The firefly filtration process runs the MuFA on 

the best fireflies found over the several iterations 

and hence, increases the exploitation and 

exploration capabilities. Fig. 4 illustrates the 

pseudo-code of the proposed CFS-MuFA algorithm.  

 

Gene9 Firefly2 

 

Gene7 Gene2 

Gene1 Firefly3 

 

Gene6 

Gene1 Firefly1 Gene4 Gene2 Gene5 

Gene8 Fireflyn 

 

Gene3 Gene5 GeneD 

 

 

No 
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Gene Selection 

 

 

 

Regeneration Formation 

 

Position Update 
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Normalization 

CFS Filtering 
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Informative Genes  

Train & Test using SVM 
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Figure. 4 Pseudo code of CFS-MuFA 

4. Experimental setup and results 

The proposed CFS-MuFA was evaluated on four 

cancer microarray datasets of both binary and 

multiclass problems. SVM [33] classifier was used 

for the classification task to observe classification 

accuracy (as depicted in Eq. (6)). Implementation of 

the proposed hybrid algorithm was carried out using 

WEKA and MATLAB platforms in a PC with Intel 

Core i3 processor, 4.00 GB RAM, and Windows 10 

operating system. 

 

Classification accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
       (6) 

 

where, 𝑇𝑃 , 𝑇𝑁, 𝐹𝑃 , and 𝐹𝑁 denotes true positive, 

true negative, false positive, and false negative 

respectively. The higher the value, the better the 

algorithm is.  

4.1 Dataset description 

Eight cancer microarray datasets namely; Colon 

[79], Leukemia2 [80], Leukemia3 [81], and Small 

Round Blue Cell Tumor (SRBCT) [82] were used 

for the evaluation of the proposed approach. Two 

datasets are of a binary classification problem and  
 

Table 1. Cancer microarray datasets information 

Dataset 
No. of 

classes 

No. of 

genes 

No. of 

samples 

Colon 2 2000 62 

Leukemia2 2 7129 72 

Leukemia3 3 7129 72 

SRBCT 4 2308 83 

 
Table 2. Parameter settings used in this study 

Parameter Value 

Population size 80 

Dimension Number of genes 

Number of iterations 100 

Number of runs 30 

 

the remainder represent the multiclass problem. 

Brief information on the datasets is depicted in 

Table 1. 

The Colon cancer dataset [79] consists of two 

classes, 2000 genes, and 62 samples. Besides, the 

Leukemia2 dataset [80] is a two-class dataset 

whereas the Leukemia3 [81] is a multiclass dataset 

with three classes. Both Leukemia2 and Leukemia3 

datasets consist of the same number of genes and 

samples which are equal to 7129 and 72 respectively. 

Further, the SRBCT [82] dataset is a four-class 

dataset consists of 2308 genes and 83 samples. All 

of these datasets consist of a large number of gene 

expressions that could be analyzed with the purpose 

of finding biomarkers that are crucial in healthcare 

applications such as cancer classification and 

therapeutics [83]. Furthermore, these cancer 

microarray datasets have been widely used in the 

evaluation of existing algorithms [1, 2, 12, 63, 84]. 

Hence, the proposed hybrid algorithm is evaluated 

on these cancer microarray datasets.  

4.2 Parameter settings 

In order to have a fair evaluation, parameters of 

the proposed algorithm are assigned based on 

preliminary studies and existing work [1, 12]. Table 

2 illustrates the parameters along with the assigned 

values. 

Population size represents the size of the firefly 

population. More specifically, there are 80 fireflies 

in the population according to the proposed setting. 

The dimension of the feature space equals to the 

number of genes in the dataset. Further, the 

proposed MuFA is iterated 100 times over 30 

independent runs to obtain better results. 

4.3 Results 

The experimental results (i.e. accuracy) obtained 
 

Input: CFS-filtered cancer microarray dataset 

Define parameters –  

population size 𝑛,  

dimension 𝑑,  

maximum iteration: tmax 

Output: Best firefly  

Algorithm: 

Generate firefly population with mutable size 

solutions randomly: 𝑥𝑖 , 𝑖 = 1, 2, 3, … , 𝑛; 

Evaluate the fitness of each firefly: 𝑓(𝑥); 

while (𝑡 < tmax); 

for 𝑖 = 1 to 𝑛; 

for 𝑗 = 1 to 𝑛; 

if (𝑓(𝑥𝑖)  < 𝑓(𝑥𝑗)); 

Calculate the new position 𝑥𝑖 using Eq. (5) 

Calculate the fitness of new 𝑥𝑖 using Eq. (6) 

if fitness of new 𝑥𝑖 > fitness of old 𝑥𝑖 

Move firefly 𝑖 towards 𝑗  

Update the position of firefly 𝑖 
Update the fitness of firefly 𝑖 
end if; 

end if; 

Evaluate new solutions and update light intensity; 

end for 𝑗; 

end for 𝑖; 
Rank the fireflies and find the best firefly; 

Regenerate the firefly population; 

Find the global best firefly at tmax; 

end while; 
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over the four cancer microarray datasets are 

tabulated in Table 3-7. The values given between 

parentheses in Table 3-7 provide the gene count in 

the dataset. Further, results were presented 

separately; classification accuracy obtained on CFS 

filtered datasets is given in Table 3 whereas 

classification accuracy obtained on standard 

microarray datasets using MuFA is given in Table 4. 

Further, the classification accuracy obtained on 

filtered microarray datasets using CFS-MuFA is 

given in Table 5. Moreover, the informative genes 

selected using the proposed CFS-MuFA are 

tabulated in Table 6. Notably, Table 5 presents the 

best results obtained over 30 runs.  

The classification accuracy obtained using the 

proposed CFS-MuFA approach (refer to Table 5) 

signifies the contribution of CFS filter for gene 

 
Table 3. Classification accuracy obtained on CFS filtered 

datasets  

Dataset Classification Accuracy (%) 

(Number of Genes) 

Colon(26) 100(26) 

Leukemia2(81) 100(81) 

Leukemia3(104) 100(104) 

SRBCT(111) 100(111) 

 
Table 4. Classification accuracy obtained on standard 

microarray datasets using MuFA  

Dataset Classification Accuracy (%) 

(Number of Genes) 

Colon(2000) 94.74(338) 

Leukemia2(7129) 100(55) 

Leukemia3(7129) 100(422) 

SRBCT(2308) 100(84) 

 
Table 5. Classification accuracy obtained on filtered 

datasets using CFS-MuFA  

Dataset Classification Accuracy (%) 

(Number of Genes) 

Colon(26) 100(5) 

Leukemia2(81) 100(1) 

Leukemia3(104) 100(2) 

SRBCT(111) 100(7) 

 
Table 6. Informative genes subsets selected using CFS-

MuFA 

Dataset Genes 

Colon(5) A3, A5, A13, A15, A17 

Leukemia2(1) attribute3252 

Leukemia3(2) U05259_rna1_at, M83652_s_at 

SRBCT(7) gene229, gene153, gene1708, 

gene1962, gene1377, gene1613, 

gene867 

 

selection in contrast to the results obtained on the 

standard microarray datasets (refer to Table 4) 

without data preprocessing. At the same time, the 

proposed CFS-MuFA has improved the 

classification accuracy together with few 

informative genes indicating the significant 

contribution of the proposed algorithm in gene 

subset selection. 

5. Discussion 

This study compares the results of CFS-MuFA 

with those produced by an existing approach that 

uses FA [2]. Besides, other benchmark techniques [1, 

12, 13, 24, 63, 84, 85] are also compared for the 

evaluation of the proposed approach. The 

classification results obtained for CFS filtered 

datasets show the efficiency of the filter giving 

100% accuracy for all the datasets. On the other 

hand, the classification results obtained for standard 

microarray datasets denote the need for gene 

selection as even though some datasets have 

produced 100% accuracy the genes subset size is 

very large. Besides, the classification results 

obtained for all the four cancer microarray datasets 

(refer Table 5 and Table 6) indicate the efficiency of 

the proposed algorithm in gene selection. All the 

datasets are classified with 100% classification 

accuracy with only a few informative genes. 

In regards to Colon cancer classification, CFS-

MuFA has produced 100% accuracy with only 5 

informative genes. The classification results depict 

the efficiency of the proposed algorithm compared 

to the existing results [1, 2, 12, 13, 24, 63, 85] as the 

classification accuracy is 100% with only 5 genes. 

As for the Leukemia2 classification, Alshamlan et al. 

[24], Alshamlan et al. [13], Alshamlan [12], Jain et 

al. [63], Almugren and Alshamlan [2], and Al-Betar 

et al. [1] produced 100% accuracy with 14, 4, 3, 4.3, 

5, and 4.07 genes respectively. However, the 

proposed CFS-MuFA has obtained the same 

accuracy with a single gene.  

Further, the classification accuracy obtained in 

this study for Leukemia3 is greater than the ones 

reported by Almugren and Alshamlan [2] and 

Mazumder and Veilumuthu [84]. At the same time, 

when compared to the outcomes of Alshamlan et al. 

[24], Alshamlan et al. [13], Alshamlan [12], Jain et 

al. [63], Al-Betar et al. [1], and Fajila and Yusof 

[85], even though the accuracy is the same, 

Alshamlan [12], Al-Betar et al. [1], and Fajila and 

Yusof [85] have produced 20, 8, 6, 6, 5.33, and 4 

genes respectively whereas CFA-MuFA produced 

only 2 genes. Moreover, compared to earlier studies 

[1, 2, 24, 63, 85], CFS-MuFA has produced a small 
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Table 7. The classification performance comparison 

Reference Colon Leukemia2 Leukemia3 SRBCT 

CFS-MuFA 100(5) 100(1) 100(2) 100(7) 

ISIG [85] 95.23(4) - 100(4) 100(8) 

rMRMR-MBA [1] 97.85(12.27) 100(4.07) 100(5.33) 100(9.13) 

FFF-SVM [2] 94.3(15) 100(5) 97.8(10) 100(8) 

Co-ABC [12] 96.77(9) 100(3) 100(6) 100(4) 

Mazumder and Veilumuthu [84] - 98.61(3) 98.61(3) 100(6) 

Jain et al. [63] 94.89(4.2) 100(4.3) 100(6) 100(34.1) 

Alshamlan et al. [24] 96.77(15) 100(14) 100(20) 100(10) 

Alshamlan et al. [13] 98.38(10) 100(4) 100(8) 100(6) 

 
number of genes in the classification of SRBCT. 

However, the number of genes produced by 

Alshamlan et al. [13], Alshamlan [12], and 

Mazumder and Veilumuthu [84] in SRBCT is 

smaller than the results obtained using the proposed 

algorithm. Table 7 compares the classification 

performance of CFS-MuFA related to existing 

methods. The performance is compared with respect 

to classification accuracy and the number of 

biomarkers obtained over each approach. It is 

worthwhile mentioning that the proposed CFS-

MuFA has contributed significantly to gene 

selection for cancer classification as three out of 

four datasets have produced the best results as 

highlighted in Table 7. 

It is believed that the CFS-based filtering has 

prepared the high dimensional microarray datasets 

with more relevant genes which would have assisted 

informative genes subset selection using MuFA 

successfully. Further, the slow convergence issue in 

the standard FA is resolved with mutable size 

fireflies giving a balance between exploration and 

exploitation in contrast to fixed-size solutions [1, 2, 

12, 13]. Moreover, the regeneration formation and 

firefly filtration also have enhanced the exploitation 

and exploration capabilities of the proposed MuFA. 

Thus, the search space has been utilized with the use 

of mutable solutions and diversification producing 

highest accuracy with less number of biomarkers 

compared to existing algorithms [1, 2, 12, 13]. In 

addition, the position update strategy has given more 

insights into gene selection in contrast to the 

position update method in standard FA [2]. Thus, it 

is anticipated that the proposed new CFS-MuFA 

will be beneficial in feature selection and 

classification over a large feature space in addition 

to gene selection in cancer classification. 

6. Conclusion 

A hybrid gene selection approach named CFS-

MuFA is proposed in this study. The proposed 

approach introduces a mutable property for firefly 

population giving significant results in gene 

selection. Four cancer microarray datasets of both 

binary and multiclass are evaluated on the proposed 

approach. It is noticeable that CFS-MuFA has 

contributed to cancer classification with higher 

accuracy and fewer informative genes. More 

specifically, 100% accuracy was produced on all the 

four datasets with few biomarkers where the 

smallest subset size was one while the largest subset 

was only seven. Three out of four datasets produced 

the best results compared to existing techniques 

reflecting the efficiency of the proposed algorithm. 

Hence, the future task will focus on more techniques 

to increase the exploitation and exploration 

capabilities of the proposed CFS-MuFA. In addition, 

the approach will be evaluated on various 

microarray datasets to validate the robustness of the 

approach in gene selection.  
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