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Abstract: Inflation is an important tool to assess the current condition of a nation economy. Uncontrolled inflation 

rate may have a lot of negative impacts on economic development. Forecasting can be used to control the inflation 

by making appropriate economic policies. However, uncertainty pattern of the inflation rate may make it hard to 

forecast. This study proposes an extreme learning machine (ELM) for the inflation rate forecasting. As part of the 

machine learning algorithm, the ELM has an ability to address uncertainty in data input pattern. However, ELM had 

weakness in determining initial weights that may produce inaccurate results. So, we propose particle swarm 

optimization (PSO) to determine good initial weights for the ELM. PSO is a metaheuristic method that gives good 

results in local searches but requires longer computation time to locate its particles on the global optimum point in 

the vast search space area. To overcome this problem, auto-speed acceleration algorithm is employed to drive 

particles of the PSO in searching of the global optimum with lower computation time. The performance of the 

proposed approach is evaluated using root mean square error (RMSE). A series of computational experiments prove 

that the proposed approach achieves better results with the average RMSE of 0.01926. This result is better than 

RMSE of 0.02020 achieved by the original version of ELM. 

Keywords: Inflation rate, Forecasting, Extreme learning machine, Particle swarm optimization, Auto-speed 

acceleration algorithm. 

 

 

1. Introduction 

Inflation is one of the macroeconomic variables 

that influences the stability of a country's economy 

[1]. The economy is said to be stable if the impact of 

a turmoil shows relatively small changes to 

macroeconomic variables and does not require a 

long time to achieve long-term balance. On the 

contrary, the state economy is said to be unstable 

and vulnerable to change if the impact of a shock 

causes large fluctuations in macroeconomic 

variables and requires a relatively long time to 

achieve long-term balance.  

In Indonesia, to maintain and improve economic 

growth stability, the monetary policy is managed 

directly by Bank Indonesia [2]. Bank Indonesia 

implemented inflation targeting framework to keep 

inflation low and stable. Inflation comes from two 

factors, they are domestic and abroad pressures [3]. 

Domestic pressures are everything that happens in 

the country that affects the price of goods. Abroad 

pressures such as inflation in other countries that 

will affect exports, imports, or balance of payments 

between countries, the increase in prices of imported 

goods will cause an increase in product prices with 

imported raw materials. If the imported goods are 

very essential needs to the importing country, then 

the increase of these imported goods affect domestic 

inflation pressures quite significantly. Therefore, 

they will have a high impact on price changes. To 

control inflationary pressures from both domestic 

and abroad, the Indonesian government must use the 

right strategy to make inflation runs stable. Inflation 

rate forecasting is required to help the government 

formulating appropriate policies for the economic 

development. 
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The fluctuate pattern of the inflation rate and 

numerous variables that may influence the rate make 

the forecasting is a challenging task. Thus, a 

powerful method is required for the inflation rate 

forecasting. The method should address uncertainty 

patterns that often occur in the inflation rate trends.  

Statistical based methods are widely used for 

forecasting task [4]. The methods include Adaptive 

autoregressive moving average (ARMA) and auto 

regressive integrated moving average (ARIMA) that 

requires only historical data [5]. Even though the 

statistical based methods could provide accurate 

results in several studies, they have limitations to 

address some patterns in financial time series data 

such as sudden changes in data pattern on irregular 

time interval [6]. 

Many current studies found that artificial 

intelligence based algorithms provide better 

accuracy for forecasting [7]. The methods include 

artificial neural network based methods [8] and 

fuzzy logic based methods [9]. For inflation rate 

forecasting , many methods have been used such as 

backpropagation neural network [10], fuzzy neural 

system [11], extreme learning machine [12], 

Hybridizes Fuzzy and PSO-auto speed acceleration 

algorithm [13], Hybrid ELM and particle swarm 

optimization [14], Hybrid ELM and genetic 

algorithms [14]. While the studies report promising 

result, there are opportunity to do a similar study by 

implementing a more powerful approach with higher 

accuracy and lower computational time. The 

backpropagation neural network will be used as a 

baseline method in Section 3 to prove the 

effectiveness of the proposed approach. The other 

methods will be examined their advantages and 

limitations in the rest of this section. 

The inflation rate forecasting performed by Sari 

et al. [10] uses data derived from external factors 

including time series inflation data, CPI, money 

supply, exchange rate and BI rate. The method of 

backpropagation get an RMSE value of 0.204 then 

the research is continued using the method FNS 

(Sugeno fuzzy reference system and 

Backpropagation Neural Network) to get a smaller 

error value and speed up the computation time, but 

this research gets a larger RMSE value there is 

2.154901 [15]. The other limitation is the 

backpropagation neural network require a high 

computational time to obtain the best rule for 

Sugeno fuzzy reference system. 

Further research is carried out by Alfiyatin et al. 

[13] by adding external factors such as time series 

inflation data, CPI, money supply, exchange rate, BI 

rate, GDP (total credit and total assets data) using 

the ELM method which has fast computing time 

because there are no iterations in the training and 

testing process, value the resulting error is 

0.0202008 smaller than the previous study even 

though with the addition of the input variable. Thus, 

it is proving that ELM is able to solve more complex 

problems with a short computation time. However, 

ELM had weakness in determining initial weights 

that may produce inaccurate results. The ELM is 

also used as a comparative method in this study. 

The next inflation rate prediction uses a 

hybridization between the Fuzzy method and the 

PSO-Auto Speed Acceleration Algorithm, the data 

used includes time series inflation data, CPI, money 

supply, exchange rate, and BI rate. The study 

proposes an improved PSO method in which PSO is 

good in the local search process and has not been 

optimal in global search, so with the addition of a 

setting on the PSO interval called an auto-speed 

acceleration algorithm, it is hoped that PSO will be 

one of the best metaheuristic methods in the particle 

search process both local area and global area. The 

RMSE generated in this study is 0.106263822 [16]. 

While the computational time is quite low, the 

RMSE is larger than results of other approaches. 

In their research, Alfiyatin et al. [14] combine 

the ELM method optimized using particle swarm 

optimization and ELM optimized using genetic 

algorithm. ELM is good for solving forecasting 

problems with fast training times, able to solve 

complex problems and can be applied in real life 

and have a clear hidden node mapping on feature 

mapping. In addition to the advantages, ELM also 

has disadvantages that the resulting accuracy value 

is uncertain because the weight and bias values are 

determined randomly, so a metaheuristic method is 

needed to determine weights and bias in order to get 

better results. The research used time series inflation 

data, CPI, money supply, exchange rate, BI rate, 

GDP (data on total credit and total assets) get RMSE 

values of 0.022081054 and 0.020202758. To prove 

the effectiveness of our proposed method, the ELM 

optimized using particle swarm optimization and 

ELM optimized using genetic algorithm are also 

used as comparative method in in this study. 

Some previous studies stated that the extreme 

learning machine (ELM) method obtained the best 

accuracy results compared to the other methods [14], 

[17, 18]. The ELM also required lower 

computational time. However, the ELM produces 

fluctuating results due to the determination of the 

weight value and the bias is done randomly so that 

additional methods are needed for determining the 

appropriate weights and biases [19]. Based on the 

previous studies, the addition of optimization 

methods for determining weight and bias can 
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effectively increase the performance of ELM, fewer 

errors were obtained and more accurate results [20]. 

PSO is a metaheuristic method that gives good 

results in local searches, and requires a long 

computation time for the search process for particles 

in a global area [14]. In the search process for global 

area solutions to obtain maximum results, it is 

necessary to add optimum interval settings to speed 

up computation time [16, 21]. The method used for 

the optimum interval setting is the auto-speed 

acceleration algorithm, which is inspired by the 

concept of one-dimensional motion in classical 

physics developed by Galileo Galilei and Isaac 

Newton. [22]. One-dimensional motion is a particle 

that moves from one position to another position and 

is affected by acceleration. Particle acceleration 

affects velocity so that it can control the distance the 

particles move. Thus, the auto-speed acceleration 

algorithm can control particle displacement to find 

optimal solutions [16].  

Apart from particle displacement, the 

determination of particle motion also greatly 

influences the particle search process so that it can 

get out of local searches to find optimal solutions. 

The auto-speed acceleration algorithm can quickly 

move to the solution points because it can adjust the 

range of particle displacement. In addition, the auto-

speed acceleration algorithm only requires primitive 

mathematical operators on one-dimensional kinetic 

motion, so it only adds a few lines of simple 

computer program code. The focus of the auto-speed 

acceleration algorithm is to make adjustments to the 

speed of motion of each particle moving process 

which will affect changes in speed, direction and 

distance [16, 22]. 

To sum up, the inflation rate forecasting is a 

challenging task and requires a powerful method to 

address the fluctuate pattern of the inflation rate 

historical data. The extreme learning machine 

(ELM) method obtained the best accuracy results for 

forecasting compared to the other methods and also 

requires a lower computational time. As the ELM 

had weakness in determining initial weights that 

may produce inaccurate results, the particle swarm 

optimization (PSO) is employed to determine good 

initial weights for the ELM. The auto-speed 

acceleration algorithm is employed to drive particles 

of the PSO in searching of the global optimum with 

lower computation time. 

This research will show the results of 

implementing the ELM and PSO-auto speed 

acceleration algorithm to forecast the inflation rate 

in Indonesia. Comparative methods that will be used 

to prove research results include backpropagation, 

extreme learning machines, Hybrid ELM and 

genetic algorithms, Hybrid ELM and particle swarm 

optimization by displaying error values using RMSE. 

This paper consists of four sections. Section 1 

presents an introduction that explains the 

background problem and the need for more accurate 

method.  Previous related works that are used for 

inflation rate forecasting are also discussed in this 

section. The development of the proposed approach 

is presented in Section 2. Section 3 discusses 

computational experiment results and the 

comparison with other methods. Conclusions are 

presented at the last section. 

2. The proposed method 

This research used the hybridization of extreme 

learning machine and PSO-auto speed acceleration 

algorithm. The use of PSO – auto speed acceleration 

algorithm method to obtain the best weight value 

that will be used in the ELM method in order to 

obtain optimal results. The hybrid model will fully  

 

 
Figure. 1 Flowchart of the proposed method 



Received:  May 21, 2021.     Revised: July 26, 2021.                                                                                                        98 

International Journal of Intelligent Engineering and Systems, Vol.14, No.6, 2021           DOI: 10.22266/ijies2021.1231.09 

 

utilize the strong advantages of each method. Thus, 

the main contribution of this study is providing an 

effective mechanism to improve the performance of 

the ELM using PSO-auto speed acceleration 

algorithm. In this section, we will show how the 

auto speed acceleration algorithm empower the PSO 

to move its particles for searching the global 

optimum. The best particle of the PSO will be 

converted into weights of the ELM for accurate 

forecasting. 

Fig. 1 shows the hybridization flowchart of the 

proposed method. 

The detailed steps in each method are as follows: 

2.1 PSO-auto speed acceleration algorithm 

Particle Swarm Optimization was developed by 

Kennedy and Eberhart [23]. PSO is inspired by the 

social behavior of animals, it is a group of birds in a 

swarm. PSO is a metaheuristic method and begins 

with a random population called particles. In the 

PSO, process is related to a velocity and the velocity 

moves through a dynamic velocity space search 

according to its historical behavior. The flow of the 

PSO method includes particle initialization is carried 

out randomly from 0 to 1, update velocity, update 

PBest (local fitness) and Gbest (global fitness) and 

calculate the fitness value.  

Auto-speed acceleration algorithm is inspired by 

the concept of motion in one dimension where the 

motion is influenced by acceleration and time for the 

displacement of position on particles, this method 

based on Galileo Galilei and Isaac Newton[22]. The 

auto-speed acceleration algorithm uses fundamental 

math so just only need to add a few simple lines of 

code to do the process. The auto-speed acceleration 

algorithm has 3 components that influence each 

other, namely changes in speed, direction and 

distance [16]. Fig. 2 will explain the flow of the 

auto-speed acceleration algorithm. 

 
initialization 

while (stop condition)  

{ 

 update velocity 

 update distance 

 update position 

 evaluation 

 if (c1 > c0 ) then 

  a = a + (a/q) 

 else then 

  a = a – (a/q)  

} 

Figure. 2 Pseudo-code auto-speed acceleration algorithm 

 

Fig. 2 shows the pseudo code auto-speed 

acceleration algorithm. Study [16] explained that if 

PSO is added with an auto-speed acceleration 

algorithm, the weakness of PSO will be resolved, 

PSO will be good in local searches and global 

searches with short computation time.  

2.2 Extreme learning machine (ELM) 

ELM belongs to artificial neural networks 

learning method that was introduced by Huang et al. 

[24]. ELM has only single hidden layer in its 

network architecture, so it is commonly called the 

Single-Hidden Layer Feedforward Neural Network. 

This method is used to correct the previous method, 

for example, the back propagation method. 

Improvements in learning-speed from the learning 

process [25]. The steps of ELM are normalization 

data, training and testing process, and 

denormalization data.  

Training process consist several steps as follow:  

1. Initialize the input weight and bias. This value is 

initialized randomly between the values 0 to 1. 

2. The hidden layer output is calculated using the 

activation function. The first step is to calculate 

the hidden layer output (Hinit), After getting the 

Hinit value, Eq. (1) will show the equation for 

calculating the hidden layer output:  

 

𝐻𝑖𝑛𝑖𝑡 𝑖𝑗 = 𝑏𝑗 + ∑ (𝑥𝑖𝑤𝑗𝑖)
𝑛

𝑖=1
             (1) 

 

i = [1,2,…N]. N is total data. 

j = [1,2,…N]. N is total hidden neuron. 

n= total input neuron  

w=input weight 

x=input data 

b=bias value 

 

3. The third stage is to find the hidden layer output 

matrix by calculating the results from the Hinit 

with the sigmoid activation function (H[x]). 

4. The fourth stage is to transpose the hidden layer 

output matrix with the sigmoid activation 

function (HT).  

5. The fifth stage is to multiply the hidden layer 

output with the sigmoid activation function (HT) 

with a hidden layer output matrix with the 

sigmoid activation function (H(x)). 

6. After the fifth stage has been completed, the 

matrix from the multiplication is inverted and 

then the inverse matrix results are multiplied by 

the hidden layer output matrix with the 

transposed sigmoid activation function. The 

output of this multiplication is called Moore-
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Penrose Generalized Inverse (H+) according to 

the Eq. (2). 

 

H+ = (HT H)-1 HT                         (2) 

 

7. The seventh step is to calculate the output weight. 

The steps in calculating the output weight are in 

accordance with Eq. (3). 

 

β = H+T                                 (3) 

 

β    = output weight matrix 

H+ = Moore-Penrose Generalized of Matrix 

Invers from matrix H 

T    = target matrix 

2.3 Comparion methods 

Several approaches, backpropagation neural 

network, ELM, hybrid ELM and PSO, and hybrid 

ELM and genetic algorithm, are used as comparison 

methods to prove the effectiveness of hybrid ELM, 

PSO, and auto-speed acceleration algorithm. The 

ELM and the PSO have been explained in the 

previous sub-section as parts of the proposed 

approach. In this sub-section we explain details of 

the backpropagation neural network and the genetic 

algorithm. 

The backpropagation algorithm is a method to 

train an artificial neural network. The algorithm 

systemically update weights of the artificial neural 

network so targeted outputs are obtained. In this 

study, the targeted outputs are forecasting result. 

The algorithm starts by generating random initial 

weights. The weights are used to calculated outputs 

the artificial neural network. Output errors are 

calculated by comparing the artificial neural 

network outputs and the targeted outputs. The errors 

are used to adjust the weights so lower errors will be 

obtained in the next iteration. The iteration is 

repeated until the output error is less than 

predetermined threshold. Detail of the algorithm can 

be found in [26].  

The genetic algorithm is a popular optimization 

technique that works by imitating natural evolution. 

In this study, the genetic algorithm is used as 

comparison method to optimize the initial weights 

of the ELM. The genetic algorithm works by 

generating initial populations that contain a number 

of chromosomes, The chromosome is representation 

of a solution. The chromosome is evaluated using a 

fitness function to measure its appropriateness as a 

candidate solution. Using several genetic operators, 

new chromosomes are produced in each generation. 

The best chromosome in the last generation is 

chosen as the solution. Detail of the algorithm can 

be found in [27]. 

3. Result and discussion 

In this study, to determine the accuracy of the 

proposed method, the researcher compared several 

methods such as backpropagation, extreme learning 

machine (ELM), Hybrid ELM and PSO, and Hybrid 

ELM and genetic algorithms. This section will 

discuss the tests carried out on the proposed method 

and the tests will use the best parameters of the 

PSO-ELM model [14]. Because the proposed 

method is an improved particle swarm optimization 

method. PSO is good for local searches [28], while 

the addition of an auto-speed acceleration algorithm 

for global search [29]. The improvement aims to get 

optimal value both locally and globally. This study 

employs 100 particles and 110 iterations. The value 

of inertia weight is 0.8 and acceleration coefficient 

is set to 2. The number of neurons in the hidden 

layer is set to 3. The data used in the training stage 

were 109 data and 47 data testing stages. Tests 

carried out include testing the variable of 

acceleration (r) and testing number of times (t). 

This study use data from Bank Indonesia and 

BPS from January 2005 to December 2017. The 

parameters used for inflation forecasting consist of 

CPI, interest rates, money supply, exchange rate, 

credit value, asset value and time series data 

(inflation data for the previous 1 month [y-1], two 

months before [y-2] and 3 months before [y-3]. The 

parameters are used as input variables and the output 

variables are the results of the forecasting of 

inflation rate in Indonesia. 

3.1 Particle number testing 

The first test that is carried out is the particle test, 

to find the most appropriate number of particles that 

will be used in the system in order to obtain the best 

solution. In this test, the interval of values used is 

10-150 with multiples of 10 for each number of 

particles. The other parameters values are iterations 

of 100, inertia weight of 0.6 and acceleration 

coefficient (c1) of 2, and c2 of 1. The range used in 

the particle count test is narrower because PSO is 

better for small area searches [14]. 

Fig. 3 shows that the RMSE is continuously 

reduced until the number of particles reaches 40. A 

slightly fluctuated values of RMSE are obtained for 

the higher of particles number. The lowest RMSE 

value is obtained for number of particles of 110. 

This value will be used for the next test. 
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Figure. 3 Result of the number particle testing 

 

 
Figure. 4 Result of the number iterations testing 

3.2 Number of iterations testing 

Testing the number of iterations aims to 

determine the best number of iterations to obtain the 

lowest value of RMSE. A lower number of 

iterations will not enable the PSO to show its best 

performance. In contrast, a higher number of 

iterations will require a high computational time. 

The iteration value tested is from 10 to 200 with 

multiples of 10. Other parameter values to be used 

are the number of particles as much as 110, the 

inertia weight of 0.6 and the acceleration coefficient 

of 2 and 1 for c1 and c2 respectively. 

Fig. 4 shows that the lowest RMSE value is 

obtained in the number of iterations of 110. As the 

pattern in the number of particles test, there is no 

significant reduction of the RMSE. Thus, we decide 

that the best number of iterations is 110. This value 

will allow the PSO exploring the search in 

reasonable amount of time. 

3.3 Inertia weight testing 

The next step is inertia weight (w) testing. The 

test is required to determine the best value of inertia 

weight that produce the lowest RMSE. The value of 

inertia weight is set starting from 0 to 1 in  

 

 
Figure. 5 Result of inertia weight testing 

 

 
Figure. 6 Result of coefficient acceleration testing 

 

increments of 0.1 and generally the best range value 

lies at the point 0.4 to 0.9 [30]. Another parameter 

used is the number of particles of 100, iteration = 

110, c1 = 2 and c2 = 1. The results of this test will be 

used in the next test. 

Fig. 5 shows that the best inertia weight value is 

0.8. This finding is confirmed by [31] that states the 

best w value is in range 0.5 and 1. If w is greater 

than 1 the velocity become uncontrolled and 

unstable particles movement is obtained. In contrast, 

lower w value will make the particles of PSO slowly 

move in the search space area. 

3.4 The acceleration coefficient testing 

The acceleration coefficient testing is done to 

determine the particles movement pattern in one 

iteration. This test is carried out using the same 

scenarion as in [32]. The test result is provided in 

Fig. 6. 

As shown in Fig. 6, the lowest RMSE is 

obtained if both c1 and c2 equal to 2. The values of 

c1 and c2 influence the direction of motion of a 

particle to the local best or the global best [31]. 

3.5 The number of neurons testing 

Test in this stage is carried out to determine the 

number of neurons in the hidden layer of ELM. The 

test scenario is adopted from [33] that assume the 

greater the number of neurons used, the more 

complex it is in determining the best neuron weights 

and also requires a long computation time.  

Fig. 7 shows that the RMSE is slightly reduced 

with the addition of the number of neurons in the 

hidden layer. This can occur because the greater 
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Table 1. The number of hidden neurons and computing 

time 

nh 

particles 100, iteration 110, c1 & 

c2 = 2 and w=0.8 
Time 

(seconds) 
Test1 .. Test6 Avg 

3 0.0197 .. 0.0127 0.01902 9  

4 0.0126 .. 0.0143 0.01802 35 

5 0.0174 .. 0.0105 0.01710 116 

6 0.0288 .. 0.0151 0.01705 727 

7 0.0127 .. 0.0174 0.01664 6,041 

8 0.0111 .. 0.0174 0.01664 66,242 

nh: number of hidden neurons 

 

 
Figure. 7 Result of the number of hidden neuron testing 

 

the number of neurons, the more complex the 

mathematical equation will be and produce a better 

value than the small number of neurons, but it 

requires a longer computation time. This is 

consistent with the research of  Huang and Lai [34]  

which states that the more the number of neurons 

used, the greater the accuracy value obtained and 

requires longer computation time. In this study, 3 

neurons are used with the consideration that the 

computation time is shorter and the error values 

obtained are not much different from other values.  

Based on all the tests that have been done, we 

set the PSO-ELM architecture for forecasting the 

inflation rate with the optimal results using 100 

particles, 110 iterations, inertia weight of 0.8, 

acceleration coefficient equal to 2 and the number of 

neurons of 3. 

3.6 Variables of acceleration testing 

The test will be carried out 6 times with the 

RMSE value taken based on the average RMSE 

value. The range of variable of acceleration values 

was tested from 1 to 20. The research conducted by 

Anggodo & Cholissodin [29] get the best score of 7 

in that range. Fig. 8 shows the results of the variable 

of the acceleration test.  

Fig. 8 shows that the results achieved are very 

fluctuating, making it difficult for the writer to get 

the best score. From the values of 1 to 5 increase  

 

 
Figure. 8 Result of the variable of acceleration testing 

 

and get the lowest value at point 5 then experience a 

very significant increase at point 9 and go back 

down at points 10 and 11, after that it increases 

again and decreases again to point 19 and 20 then 

convergent conditions occur (there is no change in 

value at any point). 

The test ends at point 20 because at that point it 

does not get a lower value as in point 5. This test 

aims to find out how fast the speed changes, which 

results in the displacement of position on the particle 

[29]. In this test, the variable of acceleration is set to 

5 which has an RMSE value of 0.016245829 with 

computation time of 18 seconds. Computation time 

for all tests from r values of 0 to 20 requires 

computation time between 16-24 seconds. This is 

the advantage of the auto-speed acceleration 

algorithm method, which has a low RMSE value 

with a short computing time. 

3.7 Number of time testing (t) 

This test aims to determine the optimal time 

used by the particle in carrying out displacement. 

Time testing is related to the acceleration test (a) 

because a is a change in speed divided by the 

difference in time [22]. Figure 9 shows the result of 

time.  

Fig. 9 shows that the time needed to reach the 

convergence point is 10. The relationship between 

acceleration and time is an inverse comparison, the 

time value needed is smaller than the value of 

 

 
Figure. 9 Result of time testing 
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acceleration and vice versa. This time test is 

intended to find out how much time is used for 

particles to carry out displacement. Because this 

method refers to the concept of one-dimensional 

motion so that the time to move is calculated. In this 

test, the value of time is 2 which has the smallest 

error value of 0.018280953 compared to the overall 

test. 

Based on the tests, the authors determine the 

architectural model for forecasting the inflation rate 

in Indonesia by using the auto-speed acceleration 

algorithm, namely the number of particles is 100, 

iterates a number of 110, inertia weight 0.8, values 

c1 and c2 = 2, the number of hidden neurons 3, the 

acceleration is 5 and number of times is 2 with the 

RMSE value of 0.019261 computing time of 17 

seconds.  

3.8 Comparison work  

To prove the effectiveness the proposed method 

for inflation forecasting in Indonesia, several 

comparison methods including backpropagation 

training methods, extreme learning machine (ELM), 

ELM optimized using genetic algorithms, optimized 

ELM using particle swarm optimization are tested. 

Table 2 shows the results of comparison of the 

overall methods. The results are averaged from 5 

runs. 

Table 2 shows that the ELM provides better 

result (lower RMSE) than the backpropagation 

neural network. It proves the effectiveness of ELM 

for forecasting. It is possible that the 

backpropagation neural network produces better 

results. However, a high computational time is 

required. In contrast, the ELM requires only one 

iteration to adjust its weight for more accurate result. 

Table 2 shows that the hybrid ELM and genetic 

algorithm does not provide a significant better result 

than the ELM. Thus, improving the ELM using the 

genetic algorithm is not effective. The PSO can be 

used to improve the performance of the ELM. 

Table2 shows that the hybrid ELM and PSO  

 
Table 2. Comparison result 

Methods 
Neu

rons 

Iterati

on 
RMSE 

Time 

seconds 

Backpropag

ation [26] 
70 900 1.16036 5 

ELM [13] 20 1 0.02321 0 

GA-ELM 

[14] 
4 300 0.02308 65 

PSO-ELM 

[14] 
3 110 0.02020 5 

AUTO-

ELM 
3 110 0.01926 17 

provides a significant better result than the ELM. 

Thus, it shows that the PSO could provide better 

initial weights for ELM to obtain more accurate 

forecasting results. 

The main finding of this study is the auto speed 

acceleration algorithm could improve the 

performance of particles in the PSO to search better 

solution. The solution is better initial weights of the 

ELM that can be used to produce more accurate 

forecasting results. The hybridization of PSO, auto 

speed acceleration algorithm, and ELM (AUTO-

ELM) produce an RMSE of of 0.01926, it is the 

smallest error than others. The ELM method gets the 

smallest time computations because the method only 

has one iteration and the resulting value is erratic 

sometimes high or low depending on the value of 

the initial weight. To address these weaknesses, the 

hybrid AUTO-ELM method is used, whose 

performance is better than the basic ELM, because 

in the proposed method the weight used has been 

optimized using the auto-speed acceleration 

algorithm. 

4. Conclusion 

Inflation is one of the important indicators in 

analysing the economy of a country because it has a 

broad impact and is closely related to aggregate 

macroeconomic variables. Based on the previous 

research, it can be determined that the variables that 

influence the inflation rate significantly include the 

consumer price index, exchange rate, money supply, 

interest rate, and gross domestic product such as 

credit value and asset value.  

The main finding of this study is the auto speed 

acceleration algorithm could improve the 

performance of particles in the PSO to search better 

solution. The solution is better initial weights of the 

ELM that can be used to produce more accurate 

forecasting results. To measure the accuracy of the 

proposed method, we employ comparison methods 

including backpropagation, extreme learning 

machine (ELM), hybrid ELM and genetic 

algorithms, Hybrid ELM and particle swarm 

optimization. The computational experiments shows 

that the proposed approach produces RMSE of 

0.01926 and outperforms all comparison methods. 

Other finding is the best parameter values for the 

hybrid ELM architecture model and auto speed 

acceleration algorithm, consist of the number of 

particles of 100, iterations of 110, inertia weight 0.8, 

values of c1 and c2 = 2, number of hidden neurons 

of 3, and acceleration value of 5. 
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