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Abstract: This paper proposes a nonlinear optimal Backstepping method for controlling the doubly-fed induction 

generator used in wind energy conversion and obtainingmaximum power. The grid is connected directly to the stator. 

The rotor, on the other hand, is connected to the grid via two bidirectional converters. This work aims to regulate 

active and reactive power while maintaining a unit power factor using the proposed controller. The Lyapunov 

function guarantees the stability of the system. The most challenging aspect of Backstepping is determining the best 

positive constants, which are critical to the system performance. This process becomes more complex, especially 

when the generator parameters are uncertain or when the wind profile varies. As a result, optimizing the gains is an 

essential aspect of the controller design. The particle swarm optimization method is suggested for determining the 

optimum Backstepping constants. The performance and robustness of the proposed method are investigated and 

compared to the Conventional Backstepping and the Proportional-Integral Control strategies of a 5 MW wind power 

plant system under parameter variations and quickly changing wind speed profiles. Matlab/Simulink makes it 

possible to get results. The advised methodology ensures the tracking system's robust stability and reduces the 

response time to 1.8 (m s). Furthermore, it guarantees a negligible static error.  

Keywords: Backstepping control, DFIG, Particle swarm optimization, PI controller, Wind power plant system. 

 

 
 

1. Introduction 

Our daily lives have become increasingly reliant 

on electrical energy. As a result, power plants must 

produce it continually while also meeting 

environmental criteria. The best solution is to 

migrate to renewable energy sources such as wind or 

solar energy. Wind energy is more cost-competitive 

than solar energy due to its year-round availability, 

both offshore and onshore. During the winter, the 

latter presents a significant challenge for electric 

production. Because of the advancement of 

technology, wind energy now holds a key position 

in the industry, with competitive development 

potential. 

The wound-rotor induction generator is 

becoming widely used in Wind Energy Conversion 

Systems (WECS). This is due to a variety of factors, 

including its ability to operate at low and high 

speeds, its ability to control power with a partial 

sized converter in the rotor, decreasing power losses 

and costs, lowering efforts on mechanical parts, 

noise reduction, power control, and a controllable 

power factor [1]. As illustrated in Fig. 1, the Doubly 

Fed Induction Generator (DFIG) stator is connected 

directly to the grid, while the rotor is connected to 

the electrical network via two bidirectional 

converters. The rotor side converter is used to 

regulate the Unit Power Factor (UPF) and control 

the power exchanged with the grid. The grid side 

converter, on the other hand, is used to keep the bus 

voltage constant [2]. The mathematical equations of 

the induction machine model are complex and non-

linear. Because the input variables are strongly 

coupled, regulating active and reactive power 

independently is a difficult process [3]. In order to 

achieve high performance and convert a nonlinear 

system model into a linear model, numerous control 

strategies have been used to operate the DFIG 
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intended for the wind chain. These control 

techniques are generally based on the Field-Oriented 

Control (FOC) principle. Feedback Linearization is 

one of the strategies used to linearize the non-linear 

system [4]. This method of controlling a nonlinear 

multi-variable doubly-fed induction generator while 

considering magnetic saturation was proposed by 

the authors. The results show that nonlinear 

feedback is still susceptible to parameter change and 

provides an unsatisfactory result. To improve 

performance, feedback linearization is used with 

additional methods such as sliding mode or 

Backstepping. The Sliding Mode Controller (SMC) 

for a WEC system based on feedback linearization 

was investigated in [5]. Moreover, in [3], the SMC 

and non-adaptive Backstepping control were 

established as two non-linear controllers, allowing 

system stability analysis without solving the 

mathematical equations analytically. Similarly, rotor 

field-oriented control and adaptive Backstepping 

were compared and applied to a doubly-fed inductor 

motor in [6]. The robustness of the suggested 

control is tested by changing the motor parameter. 

Additionally, in [7], a comparison study of nonlinear 

SMC and Backstepping Control (BSC) is proposed 

for managing rotor and grid side converters. The 

authors demonstrated that the BSC provides 

robustness and linearization of the WECS based on 

the DFIG when compared to the SMC.  Y. Djeriri 

2020 [8] has also developed a Backstepping 

approach for commanding the DFIG's rotor side 

converter in order to pilot the stator powers. 

Variation of the DFIG settings at a fixed wind speed 

is used to verify the robustness. Furthermore, the PI 

controller has been replaced in [9] by a 

Backstepping controller, in which parameter values 

are manually and arbitrarily selected. The obtained 

findings demonstrate that the proposed methodology 

ensures appropriate reference regulation and system 

stability. In [10], a Backstepping controller for the 

DFIG trained by the wind turbine is developed. The 

authors compared the proposed approach to the 

conventional Proportional-Integral (PI) controller 

and demonstrated that the performances are 

significantly improved. Because of its capacity to 

provide a stronger stabilization command based on 

the Lyapunov function, it can minimize plant 

uncertainties, and it has been utilized to solve the 

trajectory tracking problem of systems [11], the 

Backstepping approach has attracted a lot of interest. 

The drawback related to conventional 

Backstepping is that it is not robust against 

parameter machine modification, as demonstrated 

by the above-mentioned works. Furthermore, the 

appropriate choice of positive constants remains the 

most difficult task. However, manually setting the 

constants takes a long time, and the parameters 

should be readjusted if the wind profile changes. 

Many researchers have recently advocated 

optimization strategies for finding the best positive 

constants in the Lyapunov function. Neural Network 

Controller (NNC), Fuzzy Logic Controller (FLC), 

Genetic Algorithm (GA), Rooted Tree Optimization 

(RTO), Artificial Bee Colony (ABC), and Particle 

Swarm Optimization (PSO) are some examples of 

algorithms. The ABC approach is introduced in [12] 

to track the Maximum Power Point Tracking 

(MPPT) under different wind speeds. They also used 

Particle Swarm Optimization to choose the best 

value of the Backstepping invariants to generate the 

pulse width modulation for the rotor side converter, 

allowing for better stator power tracking. To 

regulate the WEC system's powers, a Backstepping 

controller based on DFIG is presented in [13]. The 

Genetic Algorithm (GA) is advised to specify the 

optimal Backstepping parameters [13]. The GA is 

still quite difficult to implement. The NNC is also 

used to determine the Backstepping constants for a 

DFIG in [14]. Significant oscillations can be noticed 

in the transient regime, according to the simulation 

results. The Particle Swarm Optimization (PSO) 

method was used to find the best Backstepping 

parameter values. This optimization methodology 

has recently demonstrated various advantages, 

including accurately selecting Backstepping settings, 

decreasing calculation time, maintaining great 

precision, and being able to be implemented in a 

low-cost microcontroller [15]. Influence and social 

learning, high outcomes for nonlinear and 

continuous problems, and adaptability for single and 

multi-objective problems are also essential 

properties of particle swarm optimization [16]. The 

Matlab/Simulink platform is used to model and 

simulate a wound rotor induction generator of 5 

MW in this paper. The optimum Backstepping 

control is used to control the Rotor Side Converter 

(RSC) and the Grid Side Converter (GSC). The 

main contribution is to use the meta-heuristic 

Particle Swarm Optimization to find the best values 

for Backstepping multi parameters (PSOBS) for 

tracking maximum power point, controlling injected 

powers, regulating the power factor to one, and 

keeping the DC-link voltage constant. The 

suggested optimization methodology is applied to 

wind energy systems under variable wind speed 

conditions, and simulation results are shown and 

analyzed. 
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Figure. 1 Scheme of the wind power plant system 

 

There are six sections to the paper. Starting with 

an introduction in Section 1, Section 2 describes a 

modeling and indirect field-oriented control of a 

wind power plant system based on a DFIG using 

conventional PI controllers. The Backstepping 

theorem is highlighted in Section 3 to build the 

MPPT strategy, control the active and reactive 

powers, and regulate the DC-link voltage. The 

adaptive weighted particle swarm optimization 

methodology is proposed in Section 4 to determine 

the Backstepping constants optimally. In Section 5, 

the simulation results and the robustness of the 

suggested method are interpreted and examined.  

The conclusion is offered in Sect. 6. 

2. Wind energy conversion system modeling  

2.1 Wind turbine modeling 

 The produced aerodynamic power of the wind 

turbine is provided by [17]: 

 

𝑃𝑚𝑒𝑐ℎ = 𝑃𝑇𝑢 =
1 

2
. 𝐶𝑃(λ,β).ρ. 𝜋.𝑅2.𝑉𝑤

3               (1) 

 

Where ρ is the air density (kg/m3), Vw is the wind 

speed (in m/s), R is the blade radius (m), and CP is 

the performance coefficient of the turbine. The latter 

is expressed as a function of the wind turbine pitch 

angle (β) and the Tip Speed Ratio (TSR) (λ) by the 

following equation [18]: 

 

𝐶𝑃(𝜆, 𝛽) = [0.5 − 0.0167. (𝛽 −

2)]. 𝑠𝑖𝑛 (
𝜋(𝜆+0.1)

18.5−0.3.(𝛽−2)
) − 0.00184. (𝜆 − 3). (𝛽 − 2)   

                                                                   (2) 

 

The TSR  λ equation is given as follows [18]: 

 

λ=  
 𝑅. Ω𝑇𝑢   

𝑉
                (3) 

The mechanical torque (TTu) is written as below: 

 

𝑇𝑇𝑢 =
𝑃𝑚𝑒𝑐ℎ 

Ω𝑇𝑢
                   (4)                          

 

The mechanical speed is given by [18]: 

 

  𝐽𝑡𝑜𝑡 .
𝑑Ω𝑚𝑒𝑐

𝑑𝑡
+ 𝑓. Ω𝑚𝑒𝑐 =  𝑇𝑔- 𝑇𝑒𝑚          (5) 

 

Where   𝑇𝑔=  
  𝑇𝑇𝑢 

𝐺𝐵
     and    𝐺𝐵=  

  Ω𝑚𝑒𝑐  

Ω𝑇𝑢
                (6) 

 

Where Jtot is the overall inertia of WECS, TTu is the 

turbine torque, TTem is the DFIG's electromagnetic 

torque, f is the overall viscous coefficient of friction, 

Ωmec is the mechanical speed of the gearbox shaft 

(rad s-1) that will drive the DFIG, and GB is the 

gearbox multiplier. 

2.2 Doubly-fed induction generator modeling 

The electrical equations of the DFIG are 

complex and nonlinear. Thanks to the Park 

transform, the electrical model can be simplified. 

These equations are [3, 8]:  

 

                                                               

 

                  (7)  

 

 

 

 

 

                                                                                (8) 

 

 

 

Where Vs and Vr are the stator and rotor voltage,  is 

and ir are the stator and the rotor current, φs and φr 

are the stator and the rotor flux linkages, Rs and Rr 

are the stator and the rotor resistances.  

The stator and rotor pulse currents ( ωs  and ωr) 
are connected with the following expression: 

 

                𝜔𝑟 = 𝜔𝑠 − 𝑝.Ω𝑚𝑒𝑐   = g.  𝜔𝑠                   (9) 

 

The number of DFIG pole pairs is p, and the slip is g. 

The stator, rotor, and magnetizing inductances are 

Ls, Lr, and M, respectively. The electromagnetic 

torque can be given by [19]:  

 

𝑇𝑒𝑚 = − 𝑝.
𝑀

𝐿𝑠
(𝑖𝑟𝑞 . 𝜑𝑠𝑑 − 𝑖𝑟𝑑 . 𝜑𝑠𝑞)           (10) 

{
 
 
 
 

 
 
 
 𝑉𝑠𝑑 = 𝑅𝑠𝑖𝑠𝑑 +

𝑑𝜑𝑠𝑑
𝑑𝑡

− 𝜔𝑠𝜑𝑠𝑞

𝑉𝑠𝑞 =  𝑅𝑠𝑖𝑠𝑞 +
𝑑𝜑𝑠𝑞

𝑑𝑡
+ 𝜔𝑠𝜑𝑠𝑑

𝑉𝑟𝑑 = 𝑅𝑟𝑖𝑟𝑑 +
𝑑𝜑𝑟𝑑
𝑑𝑡

− 𝜔𝑟𝜑𝑟𝑞

𝑉𝑟𝑞 = 𝑅𝑟𝑖𝑟𝑞 +
𝑑𝜑𝑟𝑞

𝑑𝑡
+ 𝜔𝑟𝜑𝑟𝑑

 

{
 

 
𝜑𝑠𝑑 = 𝐿𝑠𝑖𝑠𝑑  + 𝑀. 𝑖𝑟𝑑
𝜑𝑠𝑞 = 𝐿𝑠. 𝑖𝑠𝑞 +𝑀. 𝑖𝑟𝑞
𝜑𝑟𝑑 = 𝐿𝑟. 𝑖𝑟𝑑 +𝑀. 𝑖𝑠𝑑
𝜑𝑟𝑞 = 𝐿𝑟. 𝑖𝑟𝑞 +𝑀. 𝑖𝑠𝑞
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The active and reactive powers of the stator and 

rotor are represented as follows [3, 19]: 

 

                    𝑃𝑠 = 𝑉𝑠𝑑. 𝑖𝑠𝑑 + 𝑉𝑠𝑞 . 𝑖𝑠𝑞                             (11)  

 

                            𝑄𝑠 = 𝑉𝑠𝑑 . 𝑖𝑠𝑑 − 𝑉𝑠𝑑 . 𝑖𝑠𝑞               (12)  

2.3 Maximum power point tracking strategy 

Controlling electromechanical torque generated 

by a PI controller is used to regulate the DFIG's 

rotation speed. The electromagnetic torque Tem 

developed by the DFIG is equal to its optimal value 

Tem-opt. The latter is imposed by the command [20]: 
 

  𝑇𝑒𝑚 = 𝑇𝑒𝑚−𝑜𝑝𝑡                           (13)                         

           

The optimal electromagnetic torque Tem-opt is 

given as: 

 

𝑇𝑒𝑚−𝑜𝑝𝑡 = [𝐾𝑝𝑚𝑝𝑝𝑡 + 𝐾𝑖𝑚𝑝𝑝𝑡.
1

𝑆
] . [Ω𝑚𝑒𝑐−𝑜𝑝𝑡 −

Ω𝑚𝑒𝑐]                                                                          (14)    
        
The gains of the PI controller are expressions are 
given as: 
 

       𝐾𝑖𝑚𝑝𝑝𝑡 =
1

𝜏 .  𝑓
    ;   𝐾𝑝𝑚𝑝𝑝𝑡 =

−  𝐾𝑖𝑚𝑝𝑝𝑡 .𝐽𝑡𝑜𝑡

  𝑓
     (15) 

3. Backstepping control of the DFIG 

3.1  Principle of backstepping control 

Backstepping is a nonlinear technique capable to 

break down a complex system into a sequence of 

sub-problems on lower-order systems. The basic 

idea of this approach is to design a controller for a 

system recursively by considering some of the state 

variables as “Virtual Controls” and designing for 

them intermediate control laws with the Control 

Lyapunov Function [21]. Starting with the definition 

of a virtual control state and then forcing it to 

become a stabilizing function. Consequently, by 

designing the related control input based on the 

Lyapunov stability, the error variable can be 

stabilized [22].  

3.2   MPPT strategy backstepping controller 

The Backstepping methodology is utilized to 

construct the control based on Eq. (5), which is the 

equation for the dynamic rotation speed of the DFIG. 

In the first step, the error variable is declared as 

follows: 

 
𝜀Ω = Ω𝑚𝑒𝑐

∗ − Ω𝑚𝑒𝑐                                  (16) 

 

The derivative of DFIG rotation speed is defined as: 

 
𝑑Ω𝑚𝑒𝑐

𝑑𝑡
= 

1

𝐽𝑡𝑜𝑡
. ( 𝑇𝑔 − 𝑇𝑒𝑚 − 𝑓.Ω𝑚𝑒𝑐   )                  (17) 

 

The derivative of the error presented is given by:        

 

𝜀Ω̇ = Ω̇𝑚𝑒𝑐
∗ − Ω̇𝑚𝑒𝑐                                       (18)     

                      

 By replacing Eq. (17) in Eq. (18) we obtain: 

 

 𝜀Ω̇ = Ω̇𝑚𝑒𝑐 −
1

𝐽𝑡𝑜𝑡
. ( 𝑇𝑔 − 𝑇𝑒𝑚 − 𝑓.Ω𝑚𝑒𝑐   )  (19)        

                       

Choosing Lf-mppt as a Lyapunov function [17]: 

 

𝐿𝑓−𝑚𝑝𝑝𝑡  =  
1

2
. 𝜀Ω
2                               (20)       

   

Computing the derivative of Lf-mppt as: 

 

�̇�𝑓−𝑚𝑝𝑝𝑡  =  𝜀Ω. 𝜀Ω̇ = 𝜀Ω. (Ω̇𝑚𝑒𝑐
∗ − Ω̇𝑚𝑒𝑐)      (21)  

 

Equation (21) can be written as: 

 

�̇�𝑓−𝑚𝑝𝑝𝑡 = 𝜀Ω. [Ω̇𝑚𝑒𝑐
∗  −   

1

𝐽𝑡𝑜𝑡
. ( 𝑇𝑔 − 𝑇𝑒𝑚 −

𝑓.Ω𝑚𝑒𝑐   )]                                                                  (22) 

 

To analyze the stability of this system, we define the 

Stabilizing function of Lyapunov, which is called 

virtual control as [17]: 

 

�̇�𝑓−𝑚𝑝𝑝𝑡 = −𝐶𝑚𝑝𝑝𝑡. 𝜀Ω
2                                   (23) 

 

Where: Cmppt is a positive constant. The virtual 

command Tem can be defined by: 

 

 𝑇𝑒𝑚
∗ = −𝐽𝑡𝑜𝑡(Ω̇𝑚𝑒𝑐

∗ + 𝐶𝑚𝑝𝑝𝑡. 𝜀 ) + 𝑇𝑔 − 𝑓.Ω𝑚𝑒𝑐         

(24) 

 

3.3  Rotor side converter controller design 

The virtual control should be designed based on 

the rotor currents. The derivation of the rotor 

currents equations can be deduced as follows: 
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{

𝑑𝑖𝑟𝑑

𝑑𝑡
= 

1

𝑎
  (𝑉𝑟𝑑 − 𝑅𝑟 . 𝑖𝑟𝑑 + 𝑏. 𝑖𝑟𝑞 )                       

                 
𝑑𝑖𝑟𝑞

𝑑𝑡
 =

1

𝑎
(𝑉𝑟𝑞 − 𝑅𝑟. 𝑖𝑟𝑞 − 𝑏. 𝑖𝑟𝑞 − 𝑐 )                   

   

(25) 
 

Where: a = 𝐿𝑟. (1 −
𝑀2

𝐿𝑟.𝐿𝑠
)  ;   b =  𝑔. 𝜔𝑠. 𝐿𝑟 (1 −

𝑀2

𝐿𝑟.𝐿𝑠
)   ;     c =  

𝑀.𝑉𝑠.𝑔 

𝐿𝑠
  

 
Calculating the derivative of the rotor currents 

errors: 
 
𝑑𝜀𝑟𝑠𝑐1

𝑑𝑡
= 

𝑑 𝑖𝑟𝑞
∗

𝑑𝑡
−
𝑑𝑖𝑟𝑞

𝑑𝑡
  and   

𝑑𝜀𝑟𝑠𝑐2

𝑑𝑡
= 

𝑑 𝑖𝑟𝑑
∗

𝑑𝑡
−
𝑑𝑖𝑟𝑑

𝑑𝑡
  (26) 

 

Replacing the time derivative of currents in Eq. (26), 

we obtain: 

 
𝑑𝜀𝑟𝑠𝑐1

𝑑𝑡
= 

𝑑 𝑖𝑟𝑞
∗

𝑑𝑡
−
1

𝑎
(𝑉𝑟𝑞 − 𝑅𝑟. 𝑖𝑟𝑞 − 𝑏. 𝑖𝑟𝑞 − 𝑐)      (27) 

 
𝑑𝜀𝑟𝑠𝑐2

𝑑𝑡
= 

𝑑𝑖𝑟𝑑
∗

𝑑𝑡
−
1

𝑎
  (𝑉𝑟𝑑 − 𝑅𝑟 . 𝑖𝑟𝑑 + 𝑏. 𝑖𝑟𝑞 )          (28) 

 

The Lyapunov candidate function is defined, in a 

second step, as follows: 

 

𝐿𝑓−𝑟𝑠𝑐 = 
𝜀𝑟𝑠𝑐1
2

2
+
𝜀𝑟𝑠𝑐2
2

2
                                    (29) 

 

The derivation of Lyapunov function is: 

 

�̇�𝑓−𝑟𝑠𝑐 = 𝜀𝑟𝑠𝑐1. 𝜀�̇�𝑠𝑐1 + 𝜀𝑟𝑠𝑐2. 𝜀�̇�𝑠𝑐2            (30) 

 

The Lyapunov derivative can be calculated by 

substituting the error derivation in Eq. (30): 

 

�̇�𝑓−𝑟𝑠𝑐 = 𝜀𝑟𝑠𝑐1. [
𝑑 𝑖𝑟𝑞

∗

𝑑𝑡
−
1

𝑎
(𝑉𝑟𝑞 − 𝑅𝑟 𝑖𝑟𝑞 − 𝑏. 𝑖𝑟𝑞 −

𝑐)]  + 𝜀𝑟𝑠𝑐2. [
𝑑 𝑖𝑟𝑑

∗

𝑑𝑡
−
1

𝑎
  (𝑉𝑟𝑑 − 𝑅𝑟 𝑖𝑟𝑑 + 𝑏. 𝑖𝑟𝑞 )]                              

                                                        (31) 
 

According to the Lyapunov function, the derivation 

of  Lf−rsc must be negative to ensure system stability 

and it is as follows:  

 

           �̇�𝑓−𝑟𝑠𝑐 = −𝐶𝑟𝑠𝑐1. 𝜀𝑟𝑠𝑐1
2 − 𝐶𝑟𝑠𝑐2. 𝜀𝑟𝑠𝑐2

2
          (32) 

 

The constants Crsc1 and Crsc2 are both positive. We 

get the following result by equating the two Eqs. 

(31) and (32): 

 
𝑑 𝑖𝑟𝑞

∗

𝑑𝑡
−
1

𝑎
(𝑉𝑟𝑞 − 𝑅𝑟 𝑖𝑟𝑞 − 𝑏. 𝑖𝑟𝑞 − 𝑐) =  −𝐶𝑟𝑠𝑐1. 𝜀𝑟𝑠𝑐1    

                                                                                               (33) 
 

𝑑𝑖𝑟𝑑
∗

𝑑𝑡
−
1

𝑎
(𝑉𝑟𝑑 − 𝑅𝑟 𝑖𝑟𝑑 + 𝑏. 𝑖𝑟𝑞) = −𝐶𝑟𝑠𝑐2. 𝜀𝑟𝑠𝑐2  (34)   

                                                                          

Therefore, the virtual command 𝑉𝑟𝑞
∗  and  𝑉𝑟𝑑

∗  are 

deduced directly as follows: 

 

𝑉𝑟𝑞
∗ = 𝑎. [

𝑑 𝑖𝑟𝑞
∗

𝑑𝑡
+
𝑅𝑟

𝑎
 𝑖𝑟𝑞 +

𝑏

𝑎
. 𝑖𝑟𝑑 +

𝑐

𝑎
+ 𝐶𝑟𝑠𝑐1. 𝜀𝑟𝑠𝑐1]       

                                                                              (35) 
 

 𝑉𝑟𝑑
∗ = 𝑎. [

𝑑 𝑖𝑟𝑑
∗

𝑑𝑡
+
𝑅𝑟

𝑎
 𝑖𝑟𝑑 −

𝑏

𝑎
. 𝑖𝑟𝑞 + 𝐶𝑟𝑠𝑐2. 𝜀𝑟𝑠𝑐2]  (36)  

                                                                                      

3.4  Grid side converter controller design 

The Backstepping technique is used to keep the 

DC link voltage constant and to generate a current 

reference for regulating the powers. The difference 

in DC-link voltages is described as: 

 

    𝜀𝑑𝑐 =  𝑉𝑑𝑐
∗ − 𝑉𝑑𝑐                                            (37) 

 

The derivative of the error is given by: 

  

𝜀�̇�𝑐 =  �̇�𝑑𝑐
∗ − �̇�𝑑𝑐                                           (38) 

 

Selecting the first Lyapunov function for the DC bus 

voltage error: 

 

           𝐿𝑓−𝑑𝑐 = 
𝜀𝑑𝑐
2

2
                                                   (39) 

 

The derivative of Eq. (39) gives: 

 

�̇�𝑓−𝑑𝑐 = 𝜀𝑑𝑐 . 𝜀�̇�𝑐 = 𝜀𝑑𝑐  ( �̇�𝑑𝑐
∗ −

𝑖𝑐

𝑐
)           (40) 

 

This can be rewritten satisfying L̇f−dc< 0 as follows: 

 

�̇�𝑓−𝑑𝑐 = −𝐶𝑑𝑐. 𝜀𝑑𝑐
2                                         (41) 

 

Where Cdc is a positive parameter. From Eqs. (38) 

and (40), we can write: 

 

 �̇�𝑑𝑐
∗ −

𝑖𝑐

𝑐
= −𝐶𝑑𝑐 . 𝜀𝑑𝑐                                   (42) 

 

Eq. (42) allows the synthesis of the DC link current 

reference (ic
∗), such as: 

 

       𝑖𝑐
∗ = 𝐶. ( �̇�𝑑𝑐

∗ + 𝐶𝑑𝑐 . 𝜀𝑑𝑐)                          (43) 

 

On the other hand, we have: 
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            𝑖𝑐
∗ =

 𝑃𝑑𝑐
∗

𝑉𝑑𝑐
         and      𝑖𝑔𝑞

∗ =
 𝑃𝑔𝑠𝑐
∗

𝑉𝑔
                (44) 

 

Therefore, the quadrature grid current reference can 

be expressed as a function of the DC-link voltage as: 

 

      𝑖𝑔𝑞
∗ =

𝐶.𝑉𝑑𝑐.( �̇�𝑑𝑐
∗  +  𝐶𝑑𝑐.𝜀𝑑𝑐)  +  𝑃𝑟𝑠𝑐 

𝑉𝑔
                  (45) 

 

Prsc denotes the rotor’s power. The expressions of 

the time derivative of grid currents are:  

 
𝑑𝑖𝑔𝑑

𝑑𝑡
= 

1

𝐿𝑓
  (−𝑉𝑔𝑑 − 𝑅𝑓 𝑖𝑔𝑑 +𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑞 )          

𝑑𝑖𝑔𝑞

𝑑𝑡
 =

1

𝐿𝑓
(−𝑉𝑔𝑞 − 𝑅𝑓 𝑖𝑔𝑞 −𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑑 + 𝑉𝑔 )     

(46) 

 

The derivative of the rotor currents errors is given 

by: 

 
𝑑𝜀𝑔𝑠𝑐1

𝑑𝑡
= 

𝑑 𝑖𝑔𝑞
∗

𝑑𝑡
−
𝑑𝑖𝑔𝑞

𝑑𝑡
 and  

𝑑𝜀𝑔𝑠𝑐2

𝑑𝑡
= 

𝑑 𝑖𝑔𝑑
∗

𝑑𝑡
−
𝑑 𝑖𝑔𝑑

𝑑𝑡
  (47) 

 

The errors derivative becomes as follows: 

 
𝑑𝜀𝑔𝑠𝑐1

𝑑𝑡
= 

𝑑 𝑖𝑔𝑞
∗

𝑑𝑡
−

1

𝐿𝑓
(−𝑉𝑔𝑞 − 𝑅𝑓 𝑖𝑔𝑞 −𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑑 +

𝑉𝑔 )                                                                             (48) 

 
𝑑𝜀𝑔𝑠𝑐2

𝑑𝑡
= 

𝑑 𝑖𝑔𝑑
∗

𝑑𝑡
−

1

𝐿𝑓
  (−𝑉𝑔𝑑 − 𝑅𝑓

 

𝑖𝑔𝑑 +𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑞 )      

                                                                              (49) 
 

Lyapunov function is defined by: 

 

𝐿𝑓−𝑔𝑠𝑐 = 
𝜀𝑔𝑠𝑐1
2

2
+
𝜀𝑔𝑠𝑐2
2

2
                                              (50) 

 

The derivation of Lyapunov function is expressed 

by:  

 

�̇�𝑓−𝑔𝑠𝑐 = 𝜀𝑔𝑠𝑐1. 𝜀�̇�𝑠𝑐1 + 𝜀𝑔𝑠𝑐2. 𝜀�̇�𝑠𝑐2                      (51) 

 

�̇�𝑓−𝑔𝑠𝑐 = 𝜀𝑔𝑠𝑐1 [
𝑑 𝑖𝑔𝑞

∗

𝑑𝑡
−

1

𝐿𝑓
(−𝑉𝑔𝑞 − 𝑅𝑓 𝑖𝑔𝑞 −

𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑑 + 𝑉𝑔 )] + 𝜀𝑟𝑠𝑐2. [
𝑑 𝑖𝑔𝑑

∗

𝑑𝑡
−

1

𝐿𝑓
(−𝑉𝑔𝑑 −

𝑅𝑓 𝑖𝑔𝑑 +𝜔𝑠𝐿𝑓 𝑖𝑔𝑞)]                                                        (52) 

                   

To ensure the stability of the system according to 

Lyapunov, the derivation of Lf−gsc  must be 

negative: 

 

�̇�𝑓−𝑟𝑠𝑐 = −𝐶𝑔𝑠𝑐1. 𝜀𝑔𝑠𝑐1
2 − 𝐶𝑔𝑠𝑐2. 𝜀𝑔𝑠𝑐2

2
                     (53) 

 

The virtual command of rotor current is deduced as: 

 
𝑑 𝑖𝑔𝑞

∗

𝑑𝑡
−

1

𝐿𝑓
(−𝑉𝑔𝑞 − 𝑅𝑓 𝑖𝑔𝑞 −𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑑 + 𝑉𝑔 ) =

 −𝐶𝑔𝑠𝑐1. 𝜀𝑔𝑠𝑐1                                                      (54) 

 
𝑑 𝑖𝑔𝑑

∗

𝑑𝑡
−

1

𝐿𝑓
(−𝑉𝑔𝑑 − 𝑅𝑓 𝑖𝑔𝑑 −𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑞 ) =

 −𝐶𝑔𝑠𝑐2. 𝜀𝑔𝑠𝑐2                                                   (55) 

 

So, the expressions of the actual global command 

Vgd and Vgq are defined by: 

 

𝑉𝑔𝑞 = −𝐿𝑓 . [
𝑑 𝑖𝑔𝑞

∗

𝑑𝑡
+ 𝐶𝑔𝑠𝑐1. 𝜀𝑔𝑠𝑐1] − 𝑅𝑓 𝑖𝑔𝑞 −

𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑑 + 𝑉𝑔                                                                 (56) 
 

𝑉𝑔𝑑 = −𝐿𝑓 . [
𝑑 𝑖𝑔𝑑

∗

𝑑𝑡
+ 𝐶𝑔𝑠𝑐2. 𝜀𝑔2] − 𝑅𝑓 𝑖𝑔𝑑 +

𝜔𝑠. 𝐿𝑓 . 𝑖𝑔𝑞                                                                 (57) 

 

4. Searching the backstepping constants by 

the particle swarm optimization 

algorithm 

4.1 Particle swarm optimization concept 

  The collective intelligence meta-heuristic 

Particle Swarm Optimization (PSO) algorithm is one 

of the famous optimization algorithms, which was 

introduced by Eberhart and Kennedy in 1995. They 

have proposed it to optimize complicated problems 

[23, 24]. The basic principle of PSO was inspired by 

the social behavior of animals moving in the swarm 

as bird flocking. Searching food or keeping safe 

away from enemies, each bird estimates the flying 

speed based on the personal experience and the 

information obtained through interaction with other 

swarm members. Birds or swarm individuals are 

considered as particles dispersed and moved into 

multi-directional search-space of the optimization 

problem to achieve their goal [23]. The 
mathematical description of the particle swarm 

optimization algorithm is as follows: in a multi-

dimensional target search space, each particle is 

seen as a point in a search space and presents a 

solution for the optimization problem. The 

population is formed by N individuals called 

particles.  Each particle coordinates position vector 

is represented as Xij=(xi1, xi2,…,xid), the velocity 

vector is represented as Vij=(vi1, vi2,...,vid) [25]. The 
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velocity and the position of each particle are 

expressed as [23-25]:  
 

𝑉𝑖𝑗(𝑡 + 1) = 𝜔. 𝑉𝑖𝑗(𝑡) + 𝐶1. 𝑟1. (𝑃𝑏𝑒𝑠𝑡𝑖𝑗 −

𝑥𝑖𝑗(𝑡)) + 𝐶2. 𝑟2. (𝐺𝑏𝑒𝑠𝑡𝑗 − 𝑥𝑖𝑗(𝑡))                      (58) 

 

𝑥𝑖𝑗(𝑡 + 1) = 𝑉𝑖𝑗(𝑡 + 1) + 𝑥𝑖𝑗(𝑡)                   (59) 

 
Where Pbest is the best previous position, and Gbest 
is the best value obtained so far by any particle in 

the neighborhood of that particle. The factors r1 and 

r2 are the random numbers between [0-1]. However, 

C1 and C2 are the acceleration constants which are 

defined, respectively [26]: 
 

𝐶1 = 𝐶1𝑚𝑎𝑥 −
𝐶1𝑚𝑎𝑥 − 𝐶1𝑚𝑖𝑛

𝑁𝑖𝑡𝑒𝑟
. 𝑘                              (60) 

 

𝐶2 = 𝐶2𝑚𝑎𝑥 +
𝐶2𝑚𝑎𝑥 − 𝐶2𝑚𝑖𝑛

𝑁𝑖𝑡𝑒𝑟
. 𝑘                           (61)   

                                                                    

The expression of the inertia weight factor (𝜔) is 

[11]: 

 

𝜔 = 𝜔𝑚𝑎𝑥 −
𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛

𝑁𝑖𝑡𝑒𝑟
. 𝑘                                 (62) 

 

Where Niter is the maximum number of iterations 

and k is the current iteration. The PSO is also 

characterized by the problem dimension “d” and the 

swarm size “n” [11, 23].  

4.2  Proposed intelligent control design  

The optimization of Backstepping control 

parameters, as Cmppt, Crsc1, Crsc2, Cgsc1, Cgsc2, 

and Cdc, is considered as a challenge. The majority 

of the Backstepping positive constants are adjusted 

by manual method. The latter remains a difficult 

task and takes much time. To deal with this problem, 

we will apply the PSO algorithm to select the 

optimal and the proper Backstepping parameters by 

minimizing the fitness function based on the Integral 

Absolute Error (IAE), which is defined by [11]:  

 

 
Figure. 2 PSO-backstepping (PSOBS) control design 

 

𝐼𝐴𝐸 = ∫  |𝑒(𝑡)| 𝑑𝑡
𝑇𝑠𝑖𝑚
0

                               (63) 

 

Where Tsim is the simulation time and e (t) is the 

tracking error. The objective function is determined 

by the weighted sum of errors, as given in Eq. (64). 

The integral absolute error (IAE) performance 

criterion is associated with the objective function, as 

presented in the Eq. (65). By minimizing the fitness 

function employing the PSO algorithm, the optimal 

parameters are obtained with fast convergence of the 

algorithm [27]: 
 

 𝐹(𝑡)= ∑  𝑊𝑖. |𝑒𝑖(𝑡)| 
𝑑
𝑖=1        ; with d = 6             (64) 

 

  Obj(t) = ∫ 𝐹(𝑡) 𝑑𝑡
𝑇𝑠𝑖𝑚
0

                              (65) 

 

Where 𝑊𝑖  are the non-negative weight factors 

related to the fitness function, which their sum 

realizes the Eq. (66): 

 

                    ∑  𝑊𝑖 = 1
𝑑
𝑖=1     With i = 1…6              (66) 

 

The adaptive weighted particle swarm optimization 

is used to measure fitness in this work. Equal 

weights are taken into account. Similar to the single-

objective situation, each particle's optimization is 

performed on Obj(t). The PSO-Backstepping 

controller is depicted in Fig. 2. 

4.3  Optimization procedure  

The steps of the PSO technique's searching 

operation are listed below, as mentioned in [28]: 

Step   1: Randomly generate an initial population. 

Step 2: If a prescribed number of iterations are 

achieved, then the algorithm is stopped. 

Step 3: Evaluate the objective function of every 

particle as defined in Eq. (65) and record the best 

previous position (Pi) of each particle and the global 

best position (Pg). 

Step 4: For each particle, perform the enhanced 

velocity updating of formula (58) and the position 

updating of formula (59). 

 

▪ Verify the velocity constraint conditions by 

using the following expressions: 
 
 

Table 1. The variation band of the constants 

 Cmppt Cdc Crsc1 Crsc2 Cgsc1 Cgsc2 

xmax 1e+5 1e+5 1e+4 1e+4 1e+7 1e+8 

xmin 1e+4 1e+2 1e+2 1e+2 1e+5 1e+6 
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𝑉𝑖(𝑡 + 1) =

{

𝑉𝑚𝑎𝑥          𝑖𝑓         𝑉𝑖(𝑡 + 1) >  𝑉𝑚𝑎𝑥      

𝑉𝑖(𝑡 + 1)   𝑖𝑓   𝑉𝑚𝑖𝑛 < 𝑉𝑖(𝑡 + 1) <  𝑉𝑚𝑎𝑥
𝑉𝑚𝑖𝑛            𝑖𝑓             𝑉𝑖(𝑡 + 1) < 𝑉𝑚𝑖𝑛      

         (67) 

 

▪ Verify the position constraint conditions of 

particles as follows: 

 

𝑥𝑖(𝑡 + 1) =

{

𝑥𝑚𝑎𝑥          𝑖𝑓         𝑥𝑖(𝑡 + 1) >  𝑥𝑚𝑎𝑥      

𝑥𝑖(𝑡 + 1)    𝑖𝑓    𝑥𝑚𝑖𝑛 < 𝑥𝑖(𝑡 + 1) <  𝑥𝑚𝑎𝑥
𝑥𝑚𝑖𝑛           𝑖𝑓             𝑥𝑖(𝑡 + 1) < 𝑥𝑚𝑖𝑛      

       (68) 

 

Step 5:  Exit if a termination criterion is met 
              Else go back to step 2.   
 

The boundary constraint conditions of particles are 

shown in Table 1. 

5. Simulation results, comparisons and 

robustness test 

To investigate the performance of the 

Backstepping with particle swarm optimization 

(PSOBS) method, a wind energy conversion system 

is built using Matlab/Simulink. The PSOBS is used 

to generate PWM pulses for controlling bidirectional 

RSC and GSC converters based on IGBT transistors. 

The IGBTs' influence on the simulation results, 

which is the presence of oscillations, may be 

reduced by using high-frequency switching. The 

system is simulated under variable wind speed as 

presented in Fig. 3. The wind speed begins at 9 m s-1, 

but suddenly changes to 11 m s-1 at 0.2 s, then 

quickly evolves to 12.5 m s-1 at 0.5 s. Then, at 0.8 s, 

it drops to 10 m s-1 to test the performance and the 

superiority of the proposed method. To ensure a 

unity power factor, both the reactive power 

references Qg* and Qs* are set to 0 VAR. The 

system is managed by three strategies that aim to 

demonstrate the benefits of the suggested method by 

controlling active and reactive power and 

maintaining the DC-link voltage constant. The 

indirect control vector, which is established using 

typical PI controllers, is the first approach. The pole 

compensation methodology is used to determine the 

gains of the PI controllers shown in Table 2. Then, 

for maximum power point tracking, Conventional 

Backstepping (BSC) is used and developed for 

managing components of the wind energy system. 

The parameters of this technique are adjusted based 

on the successive test procedure, as shown in Table 

3. Finally, the Backstepping controller is utilized in 

conjunction with the PSO to automatically tune the 

parameters. The configurations of the particle 

swarm optimization program are initialized as 

illustrated in Table 4. The outcomes of the Optimal 

Backstepping, Conventional Backstepping, and 

typical PI are compared. The rated mechanical 

power reference derived by the MPPT algorithm is 

shown in Fig. 4. The rated output power of 5 MW 

corresponds to 12.5 m s-1, as can be observed plainly. 

Fig. 5 shows the mechanical speed, which is 

calculated using three different control strategies: a 

standard PI controller, a Backstepping controller 

(BSC), and an optimum Backstepping controller 

(PSOBS). The generated mechanical power feeds 

the doubly-fed induction generator (DFIG), which is 

driven by the rotational speed. In comparison to the 

PI controller, which has a significant static error 

value and an unsatisfactory time response, the 

Optimal Backstepping controller has a good 

performance for tracking speed reference with a 

slight signal overshoot on the order of 0.3V, better 

time response, and zero static error. Fig. 6 depicts 

the stator active power following its set point, 

whereas Fig. 7 compares the three techniques. The 

time response has been improved from 10 (ms) to 

1.8 (ms), and the static error has been decreased to 

near zero. However, there are some little ripples in 

the active power that can be overlooked. The stator 

reactive power is shown in Fig. 8. Backstepping 

with particle swarm optimization demonstrates its 

robustness when the speed reference fluctuates, 

reducing the time response considerably, especially 

when the wind profile rapidly changes. The unit 

power factor is depicted in Fig. 9. Fig. 10 shows the 

DC-link voltage computed by the conventional PI, 

the conventional (BSC), and the optimal 

Backstepping (PSOBS). Remarkably, the PSO 

approach eliminates the overshoot of the DC link 

voltage and improves response time. Table 5 

summarizes some of these findings. According to 

the simulation results, PSOBS provides the fastest 

response time when compared to Conventional BS 

and standard PI. 
 

Robustness against parameter uncertainties: 

     Case 1: Rotor parameter variation of +30%: To 

evaluate the robustness of the proposed method 

against parameter uncertainties, the resistance and 

inductance rotor are changed by +30% (Rated 

values+30%). The effect of parameter modifications 

on the active power is shown in Figs. 11. 12. The 

proposed technique outperforms the standard 

Backstepping and PI controllers in terms of 

robustness against rotor parameter uncertainty. 

      Case 2: Filter parameter variation of +50%: 

The value of the filter resistance and inductance is 
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growing in rated value + 50% of rated values to test 

the robustness of the Backstepping with particle 

swarm optimization against parameter uncertainties. 

Fig. 13 shows that changing the filter setting has no 

discernible effect on the DC-Link voltage computed 

using the suggested method. 

     These results show that the optimal Backstepping 

is more robust than the conventional Backstepping 

and the classical PI controller in terms of parameter 

variation of the rotor and filter and that there is no 

observable effect on the tested quantities when the 

parameters of the rotor and filter are varied. 

The comparison results and robustness test of the 

three control approaches are shown in this section. 

Table 6 shows the characteristics of the WECS 

components employed in the simulation. 

 

 

 
Figure. 3 Wind speed profile (m/s) 

 

 
Figure. 4 Mechanical power (W) 

 

Figure. 5 Mechanical speed computed by the MPPT 

 

 
Figure. 6 Stator active power (W) 

 

 
Figure. 7 Stator active power- Zoom 

Figure. 8 Stator reactive power (VAR) 

 

Figure. 9 Unit power factor – Zoom 

 

Figure. 10 DC-Link Voltage – Zoom 

 

 
Figure. 11 Active Power for robustness against rotor 

parameter variation 

 

 
Figure. 12 Active Power for robustness against rotor 

parameter variation- Zoom in transient regime 

 

 
Figure. 13 DC-Link Voltage for robustness against filter 

parameter variation of +50 % - Zoom 

 

Table 7. shows a comparison of the suggested 

technique and various control systems for 

computing the Backstepping constants that have 
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been published in the literature. The response time, 

error, and overshoot are used to make this 

comparison. It is evident that the PSO-BS method 

provides a faster reaction than the other controllers 

and has a negligible static error with no overshoot.  

6. Conclusion 

The optimal Backstepping controller is realized 

effectively in this study for piloting the Wind 

Energy System Conversion (WECS) based on a 

doubly-fed inductor generator. The rotor is coupled 

to the stator by back-to-back converters, while the 

stator is connected directly to the grid. First, 

utilizing indirect field-oriented control based on 

traditional PI controllers, the entire wind energy 

chain is modeled and simulated under changeable 

wind speed conditions. The traditional Backstepping 

controller is then set up, with the parameters 

selected manually. Finally, the suggested optimal 

Backstepping controller is built using adaptive 

weights particle swarm optimization to optimize the 

parameters. The stability of the system is achieved 

by the Backstepping control, which is based on the 

Lyapunov function. Simulation results reveal that 

the proposed strategy has a faster transient response 

of 82%, a decreased tracking error of 88.75%, and 

zero overshoot of the DC link voltage, enhanced 

stability, and superior robustness while compared to 

other established methods. 

Conflicts of interest  

The authors declare that they have no conflict of 

interest.  

Author contributions  

E. Chetouani and Y. Errami wrote the paper and 

developed the suggested control for the wind power 

plant system. E. Chetouani used Matlab/Simulink to 

model the system. 

A. Obbadi and S. Sahnoun contributed in the 

review and correction of the paper's grammar and 

spelling. The final manuscript was read and 

approved by all authors. 

Appendix 

 

Table 2. Proportional and integral (PI) gains for vector 

control 

Kpdc Kidc Kprsc1/2 Kirsc1/2 Kpgsc1/2 Kigsc1/2 

1.848 396 0.1446 0.2376 200 5e+4 

 

 

 

Table 3. Backstepping control parameters 

BS Constants Conventional BS PSO-BS 

Cmppt 1e+5 8e+4 

Cdc 3e+3 1e+5 

Crsc1 1e+3 3e+3 

Crsc2 1e+3 2.7929 e+3 

Cgsc1 1e+6 1e+7 

Cgsc2 1e+7 2.0636 e +7 

 

Table 4. Particle swarm optimization code parameters 

Parameters Value 

Population size 15 

Number of parameters 6 

Number of iterations 20 

Wmax 0.9 

Wmin 0.4 

C1max= C2max 2 

C1min= C2min 0.1 

 

Table 5. Summary of the obtained results 

 Performance of the system 

Response time 

(ms) 

Static error Overshoot 

(V) 

PI Bsc Pso-

Bs 

PI Bsc Pso-Bs PI Bsc Pso

-Bs 

Ps 10 2.1 1.8 0.08 0.04 0.009 - - - 

Vdc 16 1.7 0,53 0 18 0 414 18 0 

 

Table 6. Set of parameters used in the simulation 

Turbine Radius of blade R 51,583 m 

Coeff. of multiplier GB 47,23 

Total moment of 

inertia 

Jtot 1000 kg.m2 

DFIG 

 

 

 

 

DFIG rated power Ps 5 MW 

Stator inductance Ls 1,2721 mH 

Rotor resistance Rr 1,446 mΩ 

Rotor inductance Lr 1,1194 mH 

Mutual inductance M 0,55187 mH 

Stator line to line 

voltage  

Vs 950 V 

Capacity DC-Link capacitor C 4400 μF 

DC-Link Voltage ref. Vdc* 1200 V 

Filter 

RL 

Filter's resistor Rf 20 Ω 

Filter's inductance Lf 0,08 H 
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Table 7. A comparison of our findings with those of 

other researchers 

Ref. Paper Method Response 

time (ms) 

Error 

(%) 

Over-

shoot(%) 

T.Aounallah 

(2018) [29] 

Fuzzy-

logic 

BS 

≈ 150 - 150 % 

B.Bosoufi 

(2021) [30]  

 

RTO-

BS 

55 1.05 Null 

Our 

suggested 

technique 

PSO-BS 1.8 0.9 Null 
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