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Abstract: Energy efficiency and security are the most vital requirements in Wireless Sensor Networks (WSN). 

Therefore, modern routing protocols have been forced to consider these issues as the primary challenges. This study 

proposes the develop meat of an Energy Efficient Secured Fault-Tolerant Routing (EESFTR) protocol that improves 

routing efficiency and also increasing network reliability. The proposed EESFTR protocol consists of cluster head 

(CH) selection, optimal route selection, fault detection and recovery process. First, the clustered network utilizes Fuzzy 

logic to select optimal energy surplus CH. The routes are then discovered and the optimal routes are selected based on 

energy, link quality and network lifetime designing a Modified Butterfly Optimization Algorithm (MBOA). To ensure 

security and fault-tolerance, the efficient Elliptical Curve Digital Signature Algorithm is enhanced through unknown 

parameter signature verification. Finally, the faults which are detected to be malicious to the network are either repaired 

or eliminated based on a disruptive process. The proposed EESFTR protocol has been evaluated and compared with 

the existing routing protocols to highlight its efficiency. The results showed that the proposed EESFTR protocol has 

better a routing performance with 13% less time consumption, 8.3% less energy consumption, 20% increased lifetime, 

and 12% reduced packet drops to ensure higher fault tolerance and security when compared to the performance of the 

efficient existing routing protocols. 

Keywords: Wireless sensor networks, Energy efficient secured fault-tolerant routing, Fault tolerance, Fuzzy logic, 

Modified butterfly optimization algorithm, Enhanced elliptical curve digital signature algorithm. 

 

 

 

1. Introduction 

Wireless Sensor Networks (WSNs) have seen 

greater advancements in recent years owing to the 

manufacturing of multi-functional sensors and low-

power circuits with digital processing and better 

communication entities. These developments have 

created a situation where WSNs are primarily 

deployed in large scale physical environments for 

fine-grain monitoring in various applications. 

However, the limited characteristics of the WSNs 

pose greater challenges [1]. Battery constraint WSNs 

often faces the problem of power constraints in 

addition to energy hotspot problems near their base 

stations. Apart from power constraints, the nodes and 

links of WSN are prone to failures due to their 

deployment in tough environments. Such failures in 

the links and nodes will result in loss of data packets 

and their subsequent retransmissions, which in turn 

tend to increase both power and time consumption. 

Further, these failures also negatively impact the data 

delivery ratio, accuracy and overall reliability of the 

network. The current network equipment also gets 

affected eventually through the degraded reliability 

and stability of the network, thus making it unsuitable 

for transmission [2]. 
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Reliability and security in data transmission are 

two major factors that are commonly monitored to 

evaluate WSN performance [3]. Hence, the 

degradation of such metrics due to faults becomes a 

very serious issue. Stable network topology can 

ensure reliable data transmission and it depends on 

the following three factors namely, energy 

consumption, delay and link quality. Therefore, 

routing protocols must be designed with a stable 

structure so that they minimise both energy 

consumption and time consumption during data 

transmissions [4]. One of the prominent strategies for 

reducing energy consumption is clustering in which 

the network is divided into a cluster of nodes and a 

CH acts as the primary point of transmission. This 

process considerably minimises the energy consumed 

by sensor nodes but at the cost of higher energy 

consumption and subsequent early death of the CH. 

Hence, it becomes essential to select these nodes with 

high residual energy as that of the CH. Further, the 

nodes of CH should also be switched to balance 

energy exploitation. Secondly, fault detection and 

recovery process are mainly performed through 

external devices and even the in-network strategies 

are dependent on base stations, thus increasing the 

cost of implementing the system. Finally, an effective 

and secured routing protocol must be attained and the 

authentication schemes are quite vulnerable to 

intruder attacks [5]. Therefore, a reliable and stable 

routing algorithm must be energy efficient, secure 

and fault-tolerant. 

Many studies [6-17] Rare failed to consider the 

authentication schemes and fault recovery strategies 

due to the fear of increased cost. To address this issue, 

this study aims at designing and developing an 

energy-efficient, secured fault-tolerant routing 

(EESFTR) protocol that improves the applications of 

WSN through low consumption of energy, reduced 

delay and higher reliability. The proposed EESFTR 

protocol has been built using fuzzy logic and MBOA 

for CH selection and route selection, respectively. 

Additionally, the Enhanced Elliptical Curve Digital 

Signature Algorithm has been used for secured fault 

detection. The faults are recovered through 

Disruptive fault repair and elimination. The 

experimental results have been compared with state-

of-the-art methods to estimate the efficiency of the 

proposed EESFTR. The article is organized as 

follows: Related works in section 2, System model in 

section 3, explanation of the proposed methodology 

in section 4, experimental results in section 5 and 

conclusions in section 6. 

 

 

2.  Related works 

Cluster-based multichannel routing protocols in 

WSNs can be designed based on different initial 

energy levels. Many studies developed algorithms for 

fault-tolerant routing and energy-aware routing in 

clustered WSNs. Low energy adaptive clustering 

hierarchy (LEACH) [6] is one of the well-known, 

clustering-based routing models to attain dynamicity 

in routing. Yet, LEACH selects CH randomly 

without taking into account energy consumption. 

Further, CH is also not uniformly distributed. Min 

and Zaw [7] designed an improved model of LEACH, 

namely Energy Efficient Fault-tolerant LEACH (EF-

LEACH) protocol, which overcomes LEACH by 

improving network connectivity when failures occur.  

However, this protocol has a limitation in that it does 

not have a method for automatically detecting and 

recovering the faults. Shelke et al. [8] developed a 

fuzzy-based, fault-tolerant, low-energy, adaptive 

clustering hierarchy-routing protocol (FTLEACH) 

considering both power and node density to enhance 

the routing performance of the LEACH algorithm. 

However, this approach also has limitations in 

clustering in that it is not uniform and it also fails to 

cover the entire network. 

Apart from LEACH, Hybrid Energy-Efficient 

Distributed (HEED) routing [9] and Power-Efficient 

Gathering in Sensor Information Systems 

(PEGASIS) [10] were also extensively utilized.  

Zhou et al. [11] presented HEED clustering fault-

tolerant (HEED-FT) routing that increases both 

reliability and the lifetime of the network. But, this 

approach lacks the automatic management of faults. 

Abba and Lee [12] proposed an autonomous self-

aware and adaptive fault-tolerant routing technique 

(ASAART) to overcome the limitations of the self-

healing routing and self-selective routing by the 

slotted priority technique. Although this efficient 

than algorithm was more traditional algorithms, it 

provides a less reliable cost table and lesser 

knowledge of the properties of the global node. Xu et 

al. [13] introduced Byzantine fault-tolerant routing 

(BFTR) using Fast Elliptic Curve Digital Signature 

Algorithm to counterattack both timing and energy 

attacks with reduced verification proportion. 

However, this approach suffers from overhead due to 

the complexities of digital signatures. Pairwise 

Directional Geographical Routing (PWDGR) [14] 

and its enhanced versions namely Energy Enhanced 

PWDGR (EE-PWDGR) [15], Energy Enhanced 

Load Balancing PWDGR (EELB-PWDGR) [16] and 

Enhanced Artificial Bee Colony (EABC) based 

EELB-PWDGR [17] were designed to provide 

reliable and energy-efficient routing. However, these 
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algorithms considered only the energy and load 

balancing, while overlooking fault tolerance. 

Azharuddin and Jana [18] designed Particle 

Swarm optimization-based fault-tolerant routing 

(PSO-FTR) that maximizes lifetime and reduces 

overload conditions. Yet again, the PSO-FTR failed 

to consider energy efficiency. Further, it fails to 

tackle gateway failures. Ye et al. [19] proposed a 

security fault-tolerant routing approach in which the 

fuzzy logic selects the best CH and ensures priority-

trust values routing. However, this approach does not 

have an effective approach for fault recovery. Nor 

does it seem to offer a better solution for CH faults. 

Yue et al. [20] developed a swarm intelligence 

algorithm of artificial bee colony optimized particle 

swarm optimization algorithm (ABCPSO) for fault-

tolerant alternate routing path selection. However, 

the message capacity of the network is significantly 

reduced in this approach due to the handling of the 

mobile sink. Khabiri and Ghaffari [21] designed an 

energy-aware cuckoo optimization algorithm based 

routing protocol (COARP) to minimize the energy 

and delay to improve the lifetime of the network. 

However, this model has limitations in terms of 

handling different types of failures in the network. 

Haseeb et al. [22] presented Dynamic Energy-

aware Fault-Tolerant Routing (DEFTR) protocol to 

perform network partitioning and multi-facet routing 

with improved lifetime and throughput and reduced 

delay and cost. Although efficient, this approach has 

limitations in terms of path maintenance. Lin et al. 

[23] developed the bipartite-flow graph model for 

fault-tolerant routing and achieved minimum energy 

consumption and increased lifespan. However, it 

considers only the loaded CH faults, while ignoring 

sink node failures. Maratha et al. [24] developed an 

improved Fault-Tolerant Optimal Route 

Reconstruction (IFTORR) approach for increasing 

the lifetime of WSN through optimized routing. 

However, this method considered only the route 

failures, while ignoring both node and link failures. 

Talmale et al. [25] developed an energy-aware 

Distributed Pre Fault Detection Routing Mechanism 

(DPFDRM) for WSN in which the Kuartz graph was 

used for detection, while the actuator nodes were 

used for path selection based on energy. However, 

this approach is complex and also degrades the 

overall QoS. Effah and Thiare [26] presented 

Realistic Cluster-Based Energy-Efficient and Fault-

Tolerant (RCEEFT) Routing Protocol using effective 

spatial correlation and Mass Measurement. However, 

in large scale WSNs, this model lacks effective 

distant-hop communication. 

The routing protocols discussed in the preceding 

section suffer from one or more of the following 

issues: re-clustering overhead, lack of in-network 

verification of attacks, inability to handle different 

types of faults, higher energy consumption, is the CH 

selection is not based on priorities. These problems 

further compounded by computation complexities 

that hinder effective data transmission, eventually 

degrades the quality of service. Considering these 

limitations, an efficient routing protocol named 

EESFTR has been developed in this study to ensure 

energy-efficient, stable and secured routing. 

3. System model 

The following sections present details about the 

EESFTR protocol with the following network and 

energy model along and their underlying assumptions. 

The AODV routing protocol is the fundamental 

routing process used in EESFTR to discover and 

maintain routes. Hence, the network and energy 

models have been designed along those lines. Table 

1 shows the list of notations used in this paper. 

3.1 Network model 

The proposed EESFTR protocol is utilized in a 

network setup where the nodes are deployed 

randomly in a two-dimensional space. Once deployed, 

all nodes are fixed so that these nodes can neither be 

removed nor included in the network. It is assumed 

that all the nodes deployed have similar computing 

abilities, transmission, storage memory, initial 

energy and transmission range. The transmission and 

reception properties of a node are limited by utilizing 

wireless strategies, following which the interference 

range 𝑑0 is equal to the nodes’ transmission range. 

The transmission between two nodes will begin only 

when they are in the coincidence of both their 

transmission range. Each sensor node maintains a 

table to store all the details of the neighbour nodes 

such as their unique ID, exact location, transmission 

details, list of their neighbor nodes, node priorities, 

trust values and the list of malicious nodes. The nodes 

themselves assume that all the transmission links 

support both forward and backward data transmission 

(bidirectional) and that all the routing channels are 

secure. Since all nodes exhibit similar properties, 

each node is capable of acting as both the CH and the 

normal node. It is also noted that each node is capable 

of completing the proposed algorithm with sufficient 

power for computation. 

3.2 Energy model 

The energy consumption both in free space and in 

the multipath fading channels is computed based on  
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Table 1. Notations and definitions 

Notation Definition 

d0 interference range 

𝑡 time 

𝑘, 𝑘′ and 𝑘′′ number of packets 

transmitted, received and 

monitored 

𝐸𝑡𝑥 transmission energy 

𝐸𝑟𝑥 reception energy 

𝐸𝑚 monitoring energy 

k packets 

d distance between two nodes 

𝐸𝑒𝑙𝑒𝑐 electronic circuit energy 

𝐸𝑎𝑚𝑝1 and 𝐸𝑎𝑚𝑝2 amplifier energy in free 

space and multi-path 

M number of layers 

𝑑(𝑠, 𝑖) distance between a node i 

and the sink node s 

𝑀𝑖 i-th layer 

𝐶𝐻(𝑖) number of CH of i-th layer 

𝑁𝑖 number of nodes in i-th layer 

H adjustable parameter 

𝑅𝐸(𝑖) relative energy of a node 

𝐸𝑚𝑎𝑥 maximum residual energy of 

cluster 

𝐸𝑖 residual energy of i-th node 

𝑥𝑖 and 𝑦𝑖 horizontal and vertical 

coordinates of i-th node 

𝑥𝑗 and 𝑦𝑗 horizontal and vertical 

coordinates of the j-th node 

𝐶𝑚𝑖𝑛 ratio of the minimum 

centrality 

𝑅𝐶(𝑖) relative centrality of i-th 

node 

𝜇𝑁𝑃(𝑥) fuzzy membership function 

𝐸𝑟𝑒𝑠,𝑖(𝑡) residual energy at time t 

𝐸0,𝑖 initial energy available at i 

𝐸𝑡 total energy consumption at 

time t 

𝑇𝑠𝑘,𝐶𝐻 sending time of CH for k-

packets 

𝑇𝑟𝑘,𝐶𝐻 receiving time of CH for k-

packets 

𝑇𝑠𝑘,𝑖  sending time of k packets 

𝑇𝑟𝑘,𝑠𝑖𝑛𝑘  receiving time of k packets 

by the sink node 

𝔼[𝐿] expected lifetime 

P constant continuous power 

depletion 

𝜀0 non-rechargeable initial 

energy 

𝜆 average wavelength 

𝔼[𝐸𝑤  expected wasted energy 

𝔼[𝐸𝑟] expected reporting energy 

𝑅𝑆𝑆𝑖𝑧  received signal strength of a 

node i at a distance z 

𝑇𝑗  threshold 

𝐺𝑎  average gain 

𝐺𝑡𝑥 transmitting gain 

𝐺𝑟𝑥  receiving gain 

𝑃𝑡,𝑚𝑎𝑥  maximum transmission 

power of the antenna 

R maximum range of the 

antenna 

𝜌 density of node deployment 

𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5 weight values 

𝐹𝑖  objective function 

𝑔∗ best current position 

𝑏𝑖
𝑞
 current position of the i-th 

butterfly 

𝑏𝑖
𝑞+1

 next positions of i-th 

butterfly 

𝑞 current iteration 

𝛽𝑛 chaotic parameter  

𝛼 controlling parameter 

𝑆 Step size 

𝑏 present location of the 

butterfly 

𝑓(𝑏) fitness function value 

𝐸𝑝 elliptical points 

𝐸𝐶 (𝑎, 𝑏) elliptic curve 

𝑃𝐺 point generator 

𝐻𝐹 hash function 

𝑝𝑛 order of 𝑃𝐺 

𝑎1, 𝑎2 random integers 

 

the radio model of energy consumption. This 

computation depends on the communication between 

the sender and receiver nodes. The total energy at 

time 𝑡 is given as the sum of the transmission energy, 

reception energy and monitoring energy and is 

computing as follows: 

 

𝐸𝑡 = 𝐸𝑡𝑥(𝑘, 𝑖) + 𝐸𝑟𝑥(𝑘′, 𝑖) + 𝐸𝑚(𝑘′′, 𝑗)      (1) 

 

Where 𝑘 , 𝑘′  and 𝑘′′  refer to the number of 

packets transmitted, received and monitored, 

respectively by their nodes while transmitting data 

from node i to node j and 𝐸𝑡𝑥, 𝐸𝑟𝑥 and 𝐸𝑚 refer to the 

transmission energy, reception energy and 

monitoring energy respectively. 

The transmission energy consumed to transmit k 

packets between two nodes at distance d will be 

computed as follows: 

 

𝐸𝑡𝑥 = {
(𝐸𝑒𝑙𝑒𝑐 + 𝑑2 × 𝐸𝑎𝑚𝑝1) × 𝑘   𝑑 < 𝑑0

(𝐸𝑒𝑙𝑒𝑐 + 𝑑4 × 𝐸𝑎𝑚𝑝2) × 𝑘    𝑑 ≥ 𝑑0

   (2) 

 

Here, the interference range 𝑑0  is used as the 

threshold value to determine whether to initiate the 

free-space transmission or multi-path transmission. 

This equation is the determining factor so that when 

the distance d is lesser than the threshold 𝑑0 , free 
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space model is used and in other cases, the multi-path 

model is used for energy computation. 𝐸𝑒𝑙𝑒𝑐 

represents the electronic circuit energy while 𝐸𝑎𝑚𝑝1 

and 𝐸𝑎𝑚𝑝2 refer to the amplifier energy in free space 

and multi-path, respectively. Likewise, the energy 

consumed by a radio node to receive the k packets is 

computed as follows: 

 

𝐸𝑟𝑥 = 𝐸𝑒𝑙𝑒𝑐 × 𝑘′         (3) 

3.3 Multi-layer model 

To reliable and secure multi-layer clustered 

network topology, the multi-layer model has been 

proposed which manages the overall network energy 

and also enhances the network performance. The 

network is clustered into different layers based on the 

distance between the nodes and the sink node. When 

the interference range d0 is chosen as the clustering 

metric, the network is divided into M layers. Let 

𝑑(𝑠, 𝑖) be the distance between a node i and the sink 

node s. When clustering, the i-th node may belong to 

the 𝑀𝑖 layer and it can be represented as follows: 

 

𝑀𝑖 = 2 ×
𝑑(𝑠,𝑖)

𝑑0
         (4) 

 

The value of M can be obtained by maximizing 

𝑀𝑖 i.e. 𝑀 = 𝑚𝑎𝑥 𝑀𝑖 , 𝑖 = 1,2,3, … 𝑛. Considering the 

real-time scenarios, the nodes around the sink tend to 

experience high pressure and end up losing energy 

much faster than the other node. Hence, the clusters 

can't be uniform. Therefore, the different cluster 

layers with different densities and quantities are 

presented. Automatically, the number of CHs in 

different layers becomes different and it is 

determined by the number of sensor nodes in the 

layer and the measurable distance between the layers 

to the sink node. The number of cluster heads of the 

i-th layer is represented as 𝐶𝐻(𝑖), which is dependent 

on the number of layers and the number of nodes in 

the layers. It is computed as follows: 

 

𝐶𝐻(𝑖) = 𝐻 ×
𝑁𝑖

𝑀𝑖
        (5) 

 

Where 𝑁𝑖 denotes the number of nodes in the i-th 

layer and H is the adjustable parameter. 

4. Energy-efficient and fault-tolerant 

routing protocol 

The proposed EESFTR protocol consists of three 

main processes: CH selection, optimal route selection 

and fault detection and recovery to ensuring secured 

fault-tolerant routing in WSN, without increasing the 

overheads or complexities. The CH selection is based 

on fuzzy logic using three objective parameters as 

input membership functions. The MBOA is then used 

for route selection based on the following parameters: 

residual energy, delay, lifetime, reliability and hop 

count. This model also employs efficient fault 

detection with in-network verification and fault 

recovery process. 

4.1 Ch selection using fuzzy logic 

CH selection has been performed based on fuzzy 

logic to improve the network lifetime. In a deployed 

sensor network, the fuzzy logic sets fuzzy variables 

and the fuzzy rules to calculate the node priority to be 

selected as the CH. In each layer, the CH can initiate 

transmission with the CH of the different layers and 

does not communicate with the other CH in its same 

layer to maintain isotropic data transmission. The CH 

must be selected considering many factors and hence, 

the fuzzy logic model uses the node physical factors 

such as node relative energy, relative density and 

relative centrality as the fuzzy input variables i.e. the 

objective parameters to select CH. With these three 

input variables, the node priority will be the fuzzy 

output variable. Based on this output variable, the CH 

will be selected. The main advantage in selecting 

these three parameters as fuzzy input variables is that 

they consider all the vital properties involved. The 

lifetime of the network is increased when the overall 

CH consumes less energy. This is dependent directly 

on the closeness of the nodes to the CH. When there 

is sufficient distance between the CHs there is a 

balance in energy consumption and the centrality 

metric improves the load balancing in a cluster. 

Hence these three metrics were chosen as the 

objective parameters for CH selection. 

The relative energy of a node i denotes the 

remaining energy of the node in the cluster and it is 

defined as the ratio of the node’s residual energy to 

the maximum residual energy of the cluster. It is 

given as follows: 

 

𝑅𝐸(𝑖) =
𝐸𝑖

𝐸𝑚𝑎𝑥
          (6) 

 

Where 𝐸𝑚𝑎𝑥  denotes the maximum residual 

energy of cluster and 𝐸𝑖 denotes the residual energy 

of the i-th node. 

Node relative density is represented as the 

concentration of nodes mass and is formulated as the 

number of neighbour nodes in the interference range 

𝑑0 . When node density increases, the energy 

consumed by the neighbor nodes decreases. Node 

relative density of node i can be defined as the ratio 
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of i-th node’s density to the maximum node density 

in a cluster. It is given as follows: 

 

𝑅𝐷(𝑖) =
𝐷𝑖

𝐷𝑚𝑎𝑥
         (7) 

 

Where Dmax  denotes the maximum density of 

cluster and Di denotes the density of the i-th node. 

Centrality determines the closeness of a node 

with its neighbours and it is computed based on the 

coordinates and the neighbor nodes. It is given as 

follows: 

 

𝐶𝑖 = √(𝑥𝑖 −
1

𝑛
∑ 𝑥𝑗

𝑛
𝑗=1 )

2
+ (𝑦𝑖 −

1

𝑛
∑ 𝑦𝑗

𝑛
𝑗=1 )

2
     (8) 

 

Where 𝐶𝑖  denotes i-th node centrality, n 

represents the number of neighbor nodes, 𝑥𝑖  and 𝑦𝑖 

denote the horizontal and vertical coordinates of i-th 

node while 𝑥𝑗  and 𝑦𝑗  denote the horizontal and 

vertical coordinates of the j-th node. The relative 

centrality is computed based on this centrality 

equation and it determines that the energy 

consumption is less when the CH is closer to the 

nodes. The relative centrality of the i-th node is 

defined as the ratio of the minimum centrality (𝐶𝑚𝑖𝑛) 

of the cluster to i-th node centrality and is given as 

 

𝑅𝐶(𝑖) =
𝐶𝑚𝑖𝑛

𝐶𝑖
          (9) 

 

Based on these three metrics, fuzzy logic 

determines the node priority based on if-then fuzzy 

rules. The node priority then determines the selection 

of nodes to the CH role. The triangular and 

trapezoidal membership functions are used for this 

evaluation since these functions are effective for real-

time sensor networks in a similar manner. The node 

priority can have the following values: very low, low, 

moderate-low, medium, moderate-high, high and 

very high. The fuzzy if-then rules for the three input 

functions to obtain the output node priority are given 

in Table 2. 

The node priority status can be computed based 

on these fuzzy rules. Further, fuzzy logic also 

computes the actual value of the node priority using 

the center-of-gravity for de-fuzzification. The node 

priority ( NP) thus computed can be expressed as 

follows: 
 

𝑁𝑃 =
∫ 𝑥𝜇𝑁𝑃(𝑥)𝑑𝑥

∫ 𝜇𝑁𝑃(𝑥)𝑑𝑥
       (10) 

 

Where x denotes the node and 𝜇𝑁𝑃(𝑥) denote the  

 

Table 2. Fuzzy if-then rules for node priority 

Rule 
Relative 

energy 

Relative 

density 

Relative 

centrality 
Node priority 

1 Low Low Low Very low 

2 Low Low Medium Very low 

3 Low Low High Very low 

4 Low Medium Low Very low 

5 Low Medium Medium Very low 

6 Low Medium High Very low 

7 Low High Low Very low 

8 Low High Medium Very low 

9 Low High High Very low 

10 Medium Low Low Moderate low 

11 Medium Low Medium Moderate low 

12 Medium Low High Medium 

13 Medium Medium Low Moderate low 

14 Medium Medium Medium Medium 

15 Medium Medium High Moderate 

high 

16 Medium High Low Moderate low 

17 Medium High Medium Medium 

18 Medium High High Moderate 

high 

19 High Low Low Moderate low 

20 High Low Medium Medium 

21 High Low High Moderate 

high 

22 High Medium Low Medium 

23 High Medium Medium Moderate 

high 

24 High Medium High High 

25 High High Low Medium 

26 High High Medium High 

27 High High High Very high 

 

 
Figure. 1 Membership functions 

 

fuzzy membership function for NP. This equation 

deduces the node priority value and during 

subsequent iterations when the selected CH drains 

out, that parameter node with the second-highest 

priority is evaluated first for the CH selection process 

to reduce the time taken for fuzzification. The node 

priority values thus obtained are analysed and the 

highest-ranking priority node in each layer is selected 

as the CH. The remaining nodes in the layer join the 

adjacent CHs to create the clusters. The fuzzy 

memberships are obtained for the given problem in 

the triangular and trapezoidal shapes shown in Fig. 1. 
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4.2 Optimal routing path selection using mboa 

For the optimal path selection, the multiple 

objective parameters considered include the residual 

energy, delay, lifetime, reliability and hop count. 

Before the selection of optimal paths, these 

parameters must be computed through the trial of 

sample data transmission in the paths formed by a 

greedy approach in the WSN deployed. The residual 

energy of the routes is computed based on the energy 

levels of the nodes evaluated by the energy model. 

The initial energy provided to a node tends to reduce 

gradually depending on the transmission and 

reception of each packet. The remaining energy or 

residual energy decides if the nodes are suitable for 

transmitting the data or if they would block the data 

transmission. It can be mathematically computed as 

follows: 

 

𝐸𝑟𝑒𝑠,𝑖(𝑡) = 𝐸0,𝑖 − 𝐸𝑡       (11) 

 

Where 𝐸𝑟𝑒𝑠,𝑖(𝑡) is the residual energy at time t, 

𝐸0,𝑖  the initial energy available at node i and 𝐸𝑡 is the 

total energy consumption at time t computed based 

on energy model Eq. (1). 

Delay is defined as the time for propagation of a 

packet k from node i to node j and is the sum of inter-

cluster delay and intra-cluster delay. Inter-cluster and 

intra-cluster delays are computed as the end-to-end 

delay in transmitting a packet between the CHs to the 

sink, and the cluster node to the CH, respectively. 

 

𝐷𝑒𝑙𝑎𝑦 = 𝐼𝑛𝑡𝑒𝑟 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑑𝑒𝑙𝑎𝑦 + 𝐼𝑛𝑡𝑟

− 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑑𝑒𝑙𝑎𝑦 

𝐷𝑒𝑙𝑎𝑦 = (
(𝑇𝑟𝑘,𝑠𝑖𝑛𝑘−𝑇𝑠𝑘,𝐶𝐻)

𝑘
+

(𝑇𝑟𝑘,𝐶𝐻−𝑇𝑠𝑘,𝑖)

𝑘
)  (12) 

 

Where 𝑇𝑠𝑘,𝐶𝐻 and 𝑇𝑟𝑘,𝐶𝐻 refer to the sending time 

and receiving time of CH for k-packets respectively, 

while 𝑇𝑠𝑘,𝑖  is the sending time of k packets by i-th 

node and 𝑇𝑟𝑘,𝑠𝑖𝑛𝑘 , the receiving time of k packets by 

the sink node. 

Lifetime is the time a network operates until the 

death occurs of a node or a cluster of nodes and it is 

given as follows: 
 

𝔼[𝐿] =
𝜀0−𝔼[𝐸𝑤]

𝑃+𝜆𝔼[𝐸𝑟]
       (13) 

 

Where 𝔼[𝐿]  is the expected lifetime, P is the 

constant continuous power depletion, 𝜀0 is the total 

non-rechargeable initial energy, 𝜆 the average 

wavelength, 𝔼[𝐸𝑤 ] and 𝔼[𝐸𝑟]  are the expected 

wasted energy and expected reporting energy of the 

nodes, respectively. 

The reliability of a link or route can be estimated 

based on the Received Signal Strength Metric 

(RSSM). RSSM value depends on two factors: the 

received signal strength (𝑅𝑆𝑆𝑖𝑧 ) of a node i at a 

distance z and a threshold (𝑇𝑗). RSSM at node j for 

the link (𝑖, 𝑗) is computed as follows: 

 

𝑅𝑆𝑆𝑀 = {
0                        𝑅𝑆𝑆𝑖𝑧 < 𝑇𝑗

(1 −
𝑇𝑗

𝑅𝑆𝑆𝑖𝑧
)      𝑅𝑆𝑆𝑖𝑧 ≥ 𝑇𝑗

     (14) 

 

Here 𝑅𝑆𝑆𝑖𝑧 and 𝑇𝑗 are computed as 

 

𝑅𝑆𝑆𝑖𝑧 =
𝐺𝑎×𝐺𝑡𝑥×𝑃𝑡,𝑚𝑎𝑥

(4𝜋×
𝑧

𝜆
)

2        (15) 

 

𝑇𝑗 =
𝐺𝑟𝑥×𝐺𝑡𝑥×𝑃𝑡,𝑚𝑎𝑥

(4𝜋×
0.9054𝑅

𝜆
)

2        (16) 

 

Where 𝐺𝑎 , 𝐺𝑡𝑥  and 𝐺𝑟𝑥  refer to the average, 

transmitting and receiving antenna gains, 

respectively, while 𝑃𝑡,𝑚𝑎𝑥  denotes the maximum 

transmission power of the antenna and R the 

maximum range of the antenna. 

Hop count is computed as the number of hops 

taken by a packet to reach the destination. When the 

transmission range is TR and density of node 

deployment (𝜌), hop count can be estimated as 

 

𝐻𝑜𝑝 = ⌈
𝐷

𝑇𝑅

2
cos(

1

2
arcsin

4

𝜌𝑇𝑅2)
⌉ − 1      (17) 

 

Where ⌈
D

TR

2
cos(

1

2
arcsin

4

ρTR2)
⌉ is the expected number of 

layers. Applying these parameters to the general 

multi-objective problem formulation, the fitness 

function or the objective function is determined. 

 

𝐹𝑖 = 𝑤1 × 𝐸𝑟𝑒𝑠,𝑖(𝑡) + 𝑤2 × 𝐷𝑒𝑙𝑎𝑦 + 𝑤3 × 𝔼[𝐿] 

+𝑤4 × 𝑅𝑆𝑆𝑀 + 𝑤5 × 𝐻𝑜𝑝     (18) 

 

Where 𝑤1, 𝑤2, 𝑤3, 𝑤4, 𝑤5  are the weight values 

assigned to objective parameters to enhance energy-

efficient and reliable route selection. Using this 

objective function, the MBOA selects the optimal 

routing paths. The Butterfly optimization algorithm 

(BOA) is based on the natural foraging and mating 

behaviours of butterflies [27]. Although it is 

significantly efficient than most of the existing 

optimization algorithms, this algorithm also comes 

with its own sets of limitations under the no free 
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lunch theorem. In the sense that there could be 

limitations in the convergence rate of BOA. This 

limitation is due to the limited global search 

capability of BOA resulting in local optimum 

solutions. Through analysis, it has been found that 

improving both global and local search equations by 

modifying the randomly assigned numbers will be 

beneficial. Further, since BOA performs 

unidirectional searching it would also result in 

complexities and slow convergence. Hence, this 

unidirectional search has been modified to 

bidirectional searching. These two modifications are 

the major highlights which form the basis of the 

proposed MBOA. 

In BOA, the butterflies are attracted towards other 

butterflies through the emission of a fragrance fluid. 

Butterflies tend to move towards those butterflies that 

emit more high fragrance and the objective function 

senses as the determining factor of the butterfly 

stimulus intensity. In the proposed MBOA, for route 

selection, this fragrance is replaced by the objective 

function and the routing paths are mapped as 

butterflies. The initialization of the algorithm begins 

with the population of butterflies i.e. set of possible 

routing paths 𝐵 = {𝑏1, 𝑏2, … , 𝑏𝑛}. The fitness values 

of each path are estimated based on the objective 

function 𝐹𝑖 . Following this, both local and global 

search processes are commenced to select the best 

butterfly (optimal routing path). The global search is 

performed by moving the butterfly towards the best 

position (𝑔∗), based on fitness values. In BOA, it is 

given as follows: 

 

𝑏𝑖
𝑞+1

= 𝑏𝑖
𝑞

+ (r2 × g∗ − 𝑏𝑖
𝑞

) × 𝐹𝑖 (19) 

 

Where 𝑏𝑖
𝑞

 and 𝑏𝑖
𝑞+1

 refer to the current position 

and next positions of i-th butterfly, respectively. 𝑔∗ 

denotes the best current position, 𝑞  , the current 

iteration and  𝐹𝑖 is the fitness values calculated using 

Eq. (18) and r, the randomly generated number, 𝑟 ∈
[0,1]. Similarly, the local search is expressed as 

 

𝑏𝑖
𝑞+1

= 𝑏𝑖
𝑞

+ (r2 × 𝑏𝑗
𝑞

− 𝑏𝑘
𝑞

) × 𝐹𝑖    (20) 

 

Where bj
q
 and bk

q
 are the positions of butterflies j 

and k, respectively. 

In the proposed MBOA, both global and local 

search equations have been improved by replacing 

the random number r with a parameter 𝛽𝑛, which is a 

chaotic parameter that controls the movement of the 

fireflies in the correct order and is expressed as 

follows: 

 

𝛽𝑛 = 𝛼𝛽𝑛−1(1 − 𝛽𝑛−1)      (21) 

 

Where 𝛼  is the controlling parameter whose 

value is determined as 𝛼 = 4 to satisfy the chaotic 

sequence. This parameter is applied to the global and 

local search equations as given below: 

 

𝑏𝑖
𝑞+1

= 𝑏𝑖
𝑞

+ (𝛽𝑛
2 × g∗ − 𝑏𝑖

𝑞
) ×  𝐹𝑖    (22) 

 

𝑏𝑖
𝑞+1

= 𝑏𝑖
𝑞

+ (𝛽𝑛
2 × 𝑏𝑗

𝑞
− 𝑏𝑘

𝑞
) × 𝐹𝑖    (23) 

 

A probability parameter p  is used as a control 

switch between the global and local search to set 

search operations during unfavourable conditions. 

The value of p is determined based on the current 

state of network nodes and it is compared with a 

threshold value between 0 and 1 to switch the search 

processes. 

The second modification is the introduction of the 

bidirectional search process, replacing the less 

effective unidirectional search. To enable 

bidirectional search (both forward and backward), 

step size (𝑆) has been introduced. The initial direction 

is selected by the greedy process in which the search 

continues in the direction where the solution is 

increasingly better and this is expressed as follows: 

 

𝑏 = {
𝑏 + 𝑆      𝑖𝑓 𝑓(𝑏) > 𝑓(𝑏 + 𝑆)

𝑏 − 𝑆      𝑖𝑓 𝑓(𝑏) > 𝑓(𝑏 − 𝑆)
𝑏                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

    (24) 

 

Where 𝑏  refers to the present location of the 

butterfly and 𝑓(𝑏) denotes the fitness function value 

and 𝑆 denotes the step size.  These two modifications 

improve the BOA and enhance the optimal route 

selection process. The proposed MBOA is 

summarized in Algorithm 1. 

Algorithm 1: MBOA based path selection 

Begin 

Set population of butterflies (routing paths) 𝐵 =

{𝑏1, 𝑏2, … , 𝑏𝑛} 

Calculate the objective parameters using Eq. (11-17) 

Determine the value of probability parameter 𝑝 ∈

[0,1]  

Set iteration 𝑞 = 0 

While 𝑞 < 𝑞𝑚𝑎𝑥, do 

For each 𝑏 in B 

Evaluate the fitness 𝐹𝑖 using Eq. (18) 

End for  

Analyse and determine the current best b 

Select a threshold th; 𝑡ℎ ∈ [0,1] 
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If 𝑡ℎ < 𝑝 then 

 Initiate global search using Eq. (22) 

Else 

 Initiate local search using Eq. (23) 

End if 

Initiate bidirectional search using Eq. (24) 

Update 𝑏, 𝑝 and 𝑞 = 𝑞 + 1 

End while 

Return final best 𝑏 

End 

4.3 Fault detection and recovery mechanisms 

The faults in a secured WSN deployment are 

either due to technical shortcomings or through 

external attackers. Therefore, detection of both these 

types of faults is necessary to maintain the health of 

the network. The technical faults can be detected 

easily through the non-response of the nodes in the 

links. However, these faults initiated by external 

attacker initiated faults require separate strategies for 

detection. Most studies ignore them due to the 

complexities involved in devising these strategies. 

However, the Elliptic Curve Digital Signature 

Algorithm (ECDSA) [28] is an efficient verification 

scheme for detecting faults. ECDSA also facilitates 

enhancing certain aspects of the process with less 

complexity and in a more compact manner in the 

WSN [13]. The Enhanced ECDSA (EECDSA) is 

built by overcoming the weakness of ECDSA to 

derive the signer’s private key when it is used to 

generate two signatures for two different data [29]. 

This is achieved by introducing the unknown 

parameters of the signer, previously ignored by the 

verifier to increase verification performance. 

First, two users are assigned. While namely UG 

and UV.UG generates the signature, UV performs the 

process verification. The elliptical curve parameters 

namely elliptical points ( 𝐸𝑝 ), elliptic curve 

(𝐸𝐶 (𝑎, 𝑏)), point generator (𝑃𝐺) and a hash function 

(𝐻𝐹) are selected by the users. EECDSA performs 

the following three processes: key generation, 

signature generation and signature verification. 

 

Key generation by UG: 

Step 1a: Choose random integer 𝑝𝑘 ∈ [1, 𝑝𝑛 − 1] 

where 𝑝𝑛 is the order of 𝑃𝐺 such that 𝑝𝑛 

is a prime number and pk  becomes the 

private key. 

Step 1b: Estimate the public key 𝑃𝐺𝑢 = 𝑝𝑘 × 𝑃𝐺. 

Signature generation by UG: 

Step 2a: Choose two random integers 𝑎1, 𝑎2 ∈

[1, 𝑝𝑛 − 1]. 

Step 2b: Estimate 𝐴1 = 𝑎1(𝑃𝐺) = (𝑥1, 𝑦1)  and 

𝐴2 = 𝑎2(𝑃𝐺) = (𝑥2, 𝑦2). 

Step 2c: Estimate  𝑟𝑎𝑛𝑑1 = 𝑥1 𝑚𝑜𝑑 𝑝𝑛  and 

𝑟𝑎𝑛𝑑2 = 𝑥2 𝑚𝑜𝑑 𝑝𝑛. 

If 𝑟𝑎𝑛𝑑1 = 0 and 𝑟𝑎𝑛𝑑2 = 0,  go to step 2a. 

Step 2d: Estimate 𝑎1
−1 𝑚𝑜𝑑 𝑝𝑛 and 𝑒 = 𝐻𝐹(𝑚). 

Step 2e: Estimate 𝑆𝑖𝑔𝑛 = 𝑎1
−1(𝑒𝑎2 + 𝑝𝑘 (𝑟𝑎𝑛𝑑1 +

𝑟𝑎𝑛𝑑2)) 𝑚𝑜𝑑 𝑝𝑛. 

Step 2f: If 𝑆𝑖𝑔𝑛 = 0, go to step 2a. 

Step 2g: Send  𝑚  and ( 𝐴2, 𝑟𝑎𝑛𝑑1, 𝑆𝑖𝑔𝑛 ) - the 

signature of UG for message 𝑚, to UV. 

Signature Verification by UG: 

Step 3a: Verify that if 𝑟𝑎𝑛𝑑1, 𝑟𝑎𝑛𝑑2, 𝑆𝑖𝑔𝑛 ∈

[1, 𝑝𝑛 − 1] or else the signature is invalid. 

Step 3b: Estimate 𝑒 = 𝐻𝐹(𝑚). 

Step 3c: Estimate  𝑟𝑎𝑛𝑑2 = 𝑥2 𝑚𝑜𝑑 𝑝𝑛. 

Step 3d: Estimate 𝑂 = 𝑆−1 𝑚𝑜𝑑 𝑝𝑛. 

Step 3e: Estimate 𝑢1 = 𝑒𝑂 𝑚𝑜𝑑 𝑝𝑛  and 𝑢2 =

(𝑟𝑎𝑛𝑑1 + 𝑟𝑎𝑛𝑑2)𝑂 𝑚𝑜𝑑 𝑝𝑛 

Step 3f: 𝑌 = 𝑢1𝐴2 + 𝑢2𝑃𝐺𝑢 = (𝑥3, 𝑦3) and if 𝑌 = 0, 

the signature is invalid and stop 

verification. 

Step 3g: Estimate 𝑟𝑑 = 𝑥3 𝑚𝑜𝑑 𝑝𝑛. 

Step 3h: Signature is recognised only if 𝑟𝑑 = 𝑟𝑎𝑛𝑑1. 

 

In the signature verification process, the 

introduction of two unknown random integers will 

necessitate identifying them to extract the private key. 

In most cases, nodes that are initiated by the attackers 

are effectively tracked. This helps detect the faults 

created by external attackers. This approach seems to 

be much better than the agent-based methods of 

detecting faults through the message header. Security 

is also enhanced significantly in this approach.  

Once the faults are detected, the nodes which 

caused the faults are further confirmed by the 

centralized authority by forwarding smaller message 

packets to the neighboring nodes of that affected node. 

This aids in assuring their functionality and also to 

the report changes to their corresponding neighbors 

at a one-hop distance. If the forwarded packets are 

missing, the faults are confirmed. The neighbor nodes 

of the detected fault nodes determine the connectivity 

critical level of the fault through the shortest routing 

table. This ensures that no node is wrongly identified 

as a fault. These nodes cause both link and network 

failure, which can be repaired and the connectivity 

can be restored using the Disruptive fault repair and 

elimination (DRFE). DRFE restores the connectivity 

without increasing the length of the shortest paths. It 
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Table 3. Simulation Parameters 

No. of Nodes  100 

Area Size 1000 X 1000 m 

Channel type Wireless Channel 

Propagation model Two Ray Ground 

Link Layer LL 

Antenna model Omni Antenna 

Traffic type CBR 

Mobility model Random Waypoint 

MAC IEEE 802.11 

1Initial energy 100 Joules 

Radio Range 250m 

Simulation Time 1000 seconds 

Number of packets 10000 

Packet rate 8 packets/sec 

Data payload 256 bytes/packet 

Percentage of CH 10% 

Round length 10 seconds 

Initial node energy 0.5J 

Packet transmission energy 50nJ/bit 

Packet reception energy 50nJ/bit 

 

also replaces the fault node by performing nodes 

block movement instead of individual node 

movements. The major advantage of DRFE is that it 

chooses the smallest disjoint blocks to perform fault 

recovery to reduce the recovery overheads. 

The DRFE is installed in a centralized manner to 

associate with all nodes in the network and access the 

shortest routing table of each node. When a node is 

found to be a failure, the smallest block containing 

the node is determined by the fewest number of nodes. 

The possible disconnection that is likely to be created 

to the neighboring nodes’ shortest path is also 

analysed. The critical node thus has the role of 

shortest path of two nodes and so, the set of suitable 

nodes to replace the fault is selected based on the 

shortest routing path after discounting the failed node. 

So after moving the blocks, two nodes can be 

connected in a path only if they belong to the same 

block. If a node i become a failed node, the block is 

moved and the one-hop neighbour j node is checked 

for being present in the same block to replace 

connectivity. This node j then becomes the parent 

node, while the two-hop and three-hop neighbor 

nodes become child and grand-child, respectively. As 

a result of moving the node j to replace the failed node, 

some child nodes may lose direction connection with 

j, thus referencing the paths near the failed node with 

the least changes to avoid path discovery overhead. 

 

 

5. Experimental results 

5.1 Simulation parameters 

The proposed EESFTR protocol was simulated 

using MATLAB version 9.1. IEEE 802.11 was used 

as the MAC layer protocol to notify the network layer 

about possible link breaks. The simulation settings 

and parameters are provided in Table. 3. 

 

5.2 Results and discussion 

The evaluated performance of the proposed 

EESFTR protocol has been compared with that of the 

existing routing models in the literature. FTLEACH 

[8], HEED-FT [11], EABC-EELB-PWDGR [17] 

(referred to as EABC-PWDGR in graphs), PSO-FTR 

[18] and RCEEFT [26] have been compared with the 

proposed EESFTR in terms of end-to-end delay, time 

cost, energy consumption, lifetime, number of 

surviving nodes, packet delivery ratio,  packet drop 

and hop count. 

 

End-to-end delay: It is the time taken by the nodes 

to select the CH and transmit the data packets from 

the source to destination. 

Time cost: it is the time spent until the selected CH 

nodes runs out-of-energy and becomes a fault. 

Energy consumption: It is the amount of power 

consumed by the nodes in transmitting a packet from 

a source to destination. 

Lifetime: It is defined as the maximum time the 

network nodes can survive until energy of the node 

becomes zero. 

Number of surviving nodes: It is the remaining alive 

nodes in a group of network nodes after the specified 

time. 

Packet delivery ratio: It is the ratio of number of 

successful delivery of packets to the total number of 

transmitted packets. 

Packet drop: It is the number of packets dropped 

during the transmission process or the rate of failed 

packets. 

Hop count: Hop count is the number of hops taken 

by the packets to transmit from the source to the 

destination at a specified time. 

 

Fig. 2 demonstrates the end-to-end delay 

comparison of the proposed EESFTR with the 

routing models in the literature. It can be seen that the 

proposed EESFTR protocol has outperformed other 

models in terms of reduced delay. EESFTR separated 

a delay of 25.68ms for 100 nodes, which is 12.6%, 

18.9%, 14%, 28.9% and 33.5% lesser than those  
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Figure. 2 End-to-end delay comparison 

 

 
Figure. 3 Time cost of fault tolerance 

 

experienced with FTLEACH, HEED-FT, EABC-

EELB-PWDGR, PSO-FTR and RCEEFT protocols, 

respectively. The utilization of fast converging 

MBOA for route selection and reduced time to 

replace the faults has considerably minimized end-to-

end delay. 

Fig. 3 shows the time cost comparison for fault 

tolerance of the proposed EESFTR with the routing 

models in the literature. It can be seen that the 

proposed EESFTR protocol has outperformed other 

models in terms of less time taken when the failures 

occurred. EESFTR was found to have consumed 

3.95ms when 10 CHs failed, which is 13%, 22.8%, 

18.5%, 27.5% and 31.9% lesser than that of 

FTLEACH, HEED-FT, EABC-EELB-PWDGR, 

PSO-FTR and RCEEFT protocols, respectively. 

Faster detection and removal of faults using 

EECDSA and DFRE seem to have influenced the 

reduction in time cost. 

 
Figure. 4 Energy consumption comparison 

 

 
Figure. 5 Network lifetime comparison 

 

Fig. 4 illustrates the energy comparison of the 

proposed EESFTR with the routing models in the 

literature. The proposed EESFTR protocol appears to 

have outperformed other models due to the energy-

efficient CH selection and routing path selection. 

This has resulted in lesser energy consumption of 

26.5J for 100 nodes network, which is 8.3%, 16%, 

13.6%, 20.6% and 25.35% lesser than those 

consumed by FTLEACH, HEED-FT, EABC-EELB-

PWDGR, PSO-FTR and RCEEFT protocols, 

respectively. 

Fig. 5 compares the proposed EESFTR with the 

routing models in literature in terms of network 

lifetime. Due to the selection of energy-efficient CH 

and subsequent balancing of energy in the nodes, the 

network lifetime seems to have significantly 

improved in the EESFTR. For 100 nodes network, 

EESFTR has increased the lifetime of the network to 

940 seconds, which is 20%, 45%, 25.8%, 87% and 
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Figure. 6 Number of surviving nodes 

 

 
Figure. 7 Packet delivery ratio comparison 

 

120% longer than those achieved by FTLEACH, 

HEED-FT, EABC-EELB-PWDGR, PSO-FTR and 

RCEEFT protocols, respectively.  

Fig. 6 compares the proposed EESFTR with the 

routing models in literature in terms of the number of 

surviving nodes. As a result of the increased lifetime 

and energy-efficient CH selection in EESFTR, the 

number of dead nodes in the network is reduced even 

after numerous rounds. For 100 rounds of simulation, 

EESFTR has 80 active surviving nodes which are 

6.67%, 33%, 19%, 53% and 81.8% more than that 

observed in FTLEACH, HEED-FT, EABC-EELB-

PWDGR, PSO-FTR and RCEEFT protocols, 

respectively. 

Fig. 7 shows the packet delivery ratio comparison 

of the proposed EESFTR with the routing models in 

the literature. As the optimal CH and routes have 

been selected with a faster and efficient fault recovery 

process, the packet delivery ratio appears to be 

 

 
Figure. 8 Packet Drop during Faults 

 

significantly higher in EESFTR. For 100 nodes 

network, EESFTR reports a high delivery ratio of 

0.81 which is 6.5%, 15.7%, 12.5%, 22.7% and 35% 

greater than the delivery ratio of FTLEACH, HEED-

FT, EABC-EELB-PWDGR, PSO-FTR and RCEEFT 

protocols, respectively. 

Fig. 8 compares the proposed EESFTR protocol 

with the routing models in literature in terms of the 

number of dropped packets during failures. The 

proposed EESFTR protocol seems to have 

outperformed other models with a lesser number of 

packet drops despite the presence of multiple failures. 

When there are 5 failures, EESFTR has dropped to an 

average of 1602 packets. This is about 12%, 33.7%, 

19.5%, 44.3% and 45.4% lesser packets dropped than 

that observed in FTLEACH, HEED-FT, EABC-

EELB-PWDGR, PSO-FTR and RCEEFT protocols, 

respectively. The DFRE seems to have repaired faults 

quickly and restored connectivity, which is a 

significant improvement in packet drop reduction. 

Fig. 9 illustrates the hop count comparison of the 

proposed EESFTR with the routing models in the 

literature. As the optimal CH and routes were 

selected with faster fault detection and alternate path 

determination in EESFTR, the data packets seem to 

have taken fewer hops to reach the destination. For 

100 nodes network, EESFTR achieved data 

transmission in 8 hops which are 11%, 33%, 42.8%, 

50% and 55.5% lesser than in the case of FTLEACH, 

HEED-FT, EABC-EELB-PWDGR, PSO-FTR and 

RCEEFT protocols, respectively. Thus from the 

simulation results, can be concluded that the 

proposed EESFTR protocol with fuzzy logic based 

CH selection, MBOA based routing path selection 

and EECDSA and DFRE based fault detection and 

recovery mechanism has provided better 
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Figure. 9 Hop count comparison 

 

performance when compared to those models. 

6. Conclusion 

Energy efficiency, security and reliability are the 

three major factors in ensuring optimal and proficient 

routing in WSN. A high-performance routing 

approach using EESFTR protocol has been presented 

in this paper to ensure the objective of energy-

efficient secured fault-tolerant routing. Employment 

of fuzzy logic to select energy-efficient priority nodes 

as CH and MBOA to select energy surplus reliable 

routing paths has also been described in detail. The 

node and link failures were detected effectively using 

EECDSA and those faults were effectively repaired 

connectivity was also recovered using DFRE 

mechanism. Using these efficient strategies, the 

proposed EESFTR protocol appears to have provided 

high performance and high stable routing in WSN. 

Experimental results indicate that the EESFTR 

protocol has significantly improved performance 

with 12.6% lesser delay, 13% lesser time cost, 8.3% 

lesser energy consumption, 20% increased lifetime, 

6.67% increased surviving nodes, 6.5% increased 

delivery ratio, 12% reduced packet drops and 11% 

lesser hops when the compared to the performance of 

the existing efficient routing protocols. In future, the 

proposed routing protocol will be tested in a real-

world implementation. The possibility of resolving 

the problem of thermal dissipation and high-

temperature hotspot problems in the WSN during 

data transmission in adverse environments will also 

be investigated. Yet another possible direction is 

exploring the case of collaborative routing algorithms 

to reduce faults through pre-detection strategies. 
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