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Abstract: Educational institutions prioritize identifying variables and features that can help understand students' 

completion in higher education. This research aims at predicting students' completion based on socio-demographic 

information. Unlike previous work, a dynamic prediction model was proposed here. Real data of 13262 undergraduate 

students at a public university in Iraq was integrated and cleaned first. This was followed by applying several feature 

selection techniques to identify relevant socio-demographic features that can affect the prediction of students' 

completion. This includes using correlation-based feature subset selection (CfsSubsetEval), symmetrical uncertainty 

with respect to the class (SymmetricalUncertAttributeEval), GainRatioAttributeEval, ReliefFAttributeEval, and 

CorrelationAttributeEval. Finally, a prediction model was built based on six prediction approaches which are Bagging, 

DecisionTable, HoeffdingTree, IBK, J48, RandomForest, and RandomTree. Overall, several different features showed 

a significant effect on students' completion in which societal regression and the type of secondary school had the 

highest weight. Furthermore, comparing the accuracy of the implemented classification techniques can reveal that the 

Bagging classifier outperforms other approaches. The accuracy of predicting students' completion based on this 

method was 87.56%. Drawing on the research outcomes, educational institutions should pay further consideration to 

the identified features to ensure students' success and degree completion. 

Keywords: Socio-demographic features, Dynamic prediction model, Degree completion, Educational data mining, 

Knowledge-based systems. 

 

 

1. Introduction 

Higher education represents a key pillar in the 

enhancement process of societies. This encourages 

governments worldwide to invest heavily in 

developing this sector. Higher education refers to a 

field that provides a significant type of data about the 

key pillars of the educational process such as 

curricula, teachers, and students [1]. A primary aim 

of educational systems, therefore, is to provide 

appropriate knowledge and skills for all students. 

This can lead to obtaining successful careers within a 

specific time, but the ability of the global educational 

system to come upon this aim is a key determinant of 

social progress and economy [2]. Accordingly, 

students are the main stakeholders of all educational 

institutions in which their academic degree 

completion is the main priority of such organizations 

[3]. Degree completion means that students will 

either complete their degree or not. To identify 

features that may have a significant effect on 

students' completion, educational data mining (EDM) 

is widely used. Although data mining refers to 

extracting useful knowledge from raw data that can 

affect the decision-maker, EDM is a method or 

technique to extract significant information that has a 

potential influence on educational institutes [2].  

EDM is necessary for contemporary education as 

a large amount of data available on students' 

databases overrides the ability of a human to extract 

useful knowledge without applying an automated 

analysis method. Automated prediction is a method 

that has dominated in many fields such as medicine, 

politics, biology, finance, and education in which its 

prevalence has been attributed to the great 

enhancement in machine learning techniques [4]. 

Accordingly, most educational institutions use these 
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techniques to improve their educational systems and 

teaching practice [5]. Four major areas have been 

suggested for EDM which are: (1) enhancing 

students' models, (2) promoting domain models, (3) 

highlighting the pedagogical support equipped by 

educational software, and (4) carrying out scientific 

research [2, 6]. In this regard, earlier research 

categorizes EDM into four main fields. This includes 

applications that consider the evaluation of learners' 

performance, adaptive educational hypermedia 

systems, assessing learning materials in online 

settings, and detecting students' behavior [7].  

Based on such advantages of EDM, educational 

institutions have to exploit students' datasets to 

extract useful knowledge that can help multipurpose 

decision-making. Students' completion represents 

one of the main concerns that educational institutions 

aim to achieve in different learning settings and 

environments [8]. However, there is a necessity to 

build a dynamic prediction model to consider the 

significance of each attribute and its role in the 

prediction process where the majority of previous 

literature was based on a static prediction model. This 

research, therefore, aims at using socio-demographic 

features in predicting students' degree completion 

based on a dynamic model and using a database of 

students' information in Iraq. It identifies features that 

may have a significant effect by calculating the 

weight of each feature. After that, the performance of 

several different classification techniques was 

compared to highlight the most accurate one.  

This study extends previous literature on the role 

of socio-demographic variables in exploring higher 

education degree completion. Moreover, it explains 

features that can affect degree completion in the Iraqi 

higher education context in which this has not been 

investigated in previous work, to the best of the 

authors' knowledge. Accordingly, the key 

contributions of this research are threefold. First, it is 

based on real data and high number of students. 

Furthermore, the present study proposes a dynamic 

prediction model in which if the classification 

accuracy dropped down, some irrelevant features 

would be replaced with others. Hence, the 

classification accuracy was used to re-evaluate the 

attributes and re-build the model accordingly. This 

can clearly reflect the dynamicity of this research. 

Finally, the study uses information from different 

academic years, and includes different socio-

demographic information. As such, the research 

outcomes contribute significantly in understanding 

the key variables that should be considered by the 

Iraqi higher education to enhance students' 

performance and ensure their courses' completion. 

The rest of this paper is structured as follows. The 

next section provides general background on higher 

education in Iraq, related literature, and the main 

techniques implemented in this work. The 

explanation of the research methodology is presented 

in section three. Section four demonstrates the 

research findings along with their discussion. Finally, 

the key outcomes and recommendations drawn based 

on this investigation are concluded in the last section. 

2. Previous literature  

2.1 Higher education in iraq 

The location of Iraq is in the east of the Arabian 

peninsula. Its previous civilizations (e.g., Assyrians, 

Babylonians, and Chaldeans) are considered the first 

of their kind worldwide [9]. The primary forms of 

education had begun parallel in both Egypt and 

Babylon [10]. Recently, the Iraqi education system 

has been recorded the best in the Arabian region [11]. 

After the second Gulf war in 2003, Iraqi higher 

education has been influenced by the violence in its 

governorates. From 2003 to 2012, about 500 

academic staff were killed, whereas approximately 

600 attacks against schools and universities were 

performed [12]. However, the Iraqi ministry of higher 

education has worked hard to overcome such crises 

and improve the quality of higher education [11]. The 

stages of higher education study in Iraq are divided 

into three major levels: 

 

• Bachelor’s level: this is granted after four, five, 

or six years of study according to the discipline. 

Engineering, science, and education degrees, for 

example, are awarded within four years, whereas 

veterinary and dentistry medicine within five 

years, and finally medicine within six years. 

• Master’s level: this is granted conferred within a 

minimum of two years. In the first year, students 

have to study different advanced modules based 

on their discipline, whereas research only has to 

be performed in the second year. 

• Doctoral level: this is similar to an MSc degree, 

except for the study's period in which it is at least 

three years and should result in a novel work. 

 

Iraq's educational system is based on providing 

free education at all levels, including higher 

education [9]. Accordingly, it may be difficult to 

provide high-quality education to such a huge 

number of students. This may affect students' degree 

completion within the specified periods. EDM 

therefore can represent a comprise solution to provide 

a clear picture of particular factors that can influence 
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students' learning and achievement. Applying data 

mining techniques to investigate students' socio-

demographic information can help highlight potential 

variables for degree completion. 

2.2 Related literature 

Several different studies have investigated factors 

that may contribute to explaining students' academic 

performance and variables that may affect students' 

degree completion in higher education. This direction 

of research is highly developed in recent years 

because of the widespread use of educational systems 

that can record and digitalize students' information 

effectively. Earlier literature has examined students 

at risk of completion or low achievement based on 

several factors such as socioeconomic status, peer 

pressure, low score at a particular level of study, and 

class size [13, 14]. Our study adds to such a line of 

research by investigating the role of socio-

demographic factors in predicting higher education 

degree completion. This section reviews some of the 

previous literature that used machine learning to 

predict academic performance. 

In [15], the bayesian profile regression was used 

to identify students who would more likely to drop 

out or achieve good academic results. The features 

considered in this research were the students’ 

performance, resilience, and motivation. Overall, the 

research findings showed that the Academic 

Resilience Scale, the scoring of the motivational 

items, the scoring on the difficulties, and satisfaction 

during the academic life were the most influential 

attributes on students who were at risk of dropout. On 

the other hand, students who were more satisfied, 

resilient, and faced fewer difficulties in their 

academic study were less invaluable to the risk of 

dropout.  

In [3], several features were used to predict 

students' completion in which the selected factors 

were based on family expenditures and students’ 

personal information. Two types of methods were 

applied which are discriminative (e.g., Support 

Vector Machine (SVM), C4.5, and Classification and 

Regression Tree) and generative (e.g., Bayes 

Network and Naive Bayes) classification models. 

Overall, the results indicated that SVM outperforms 

other techniques in which the achieved F1 score was 

0.867. Moreover, it was found that expenditures such 

as natural gas, telephone, electricity, accommodation, 

water, and miscellaneous expenditures were 

predictors of students' academic performance. 

However, the most important feature was family 

expenditure on education. Moreover, the best 

prediction accuracy was obtained from a hybrid of 

family expenditures and students’ personal 

information.  

A hybrid of demographic and performance 

features, as well as attributes that related to particular 

students' modules, were used in [16] to predict 

students at risk in higher education and those who can 

achieve a good honor degree. The first group 

included gender, age at entry, level of widening 

participation in higher education, disability (Yes/No), 

nationality, overall score in year one, overall score in 

year two, overall score in year three, the year they 

obtained their academic award, the award class, fee 

status as in Home, Overseas or European, and finally 

the name of the course of enrolment, whereas the 

second encompassed name of a module, module code, 

number of students enrolled on the module, average 

mark for the module, and individual mark for the 

module. The research outcomes successfully 

classified the students into two groups based on their 

possible performance. It was reported that Home 

students achieved significantly better than overseas 

learners. Furthermore, many of the attributes used 

were predictors of students' degree completion and 

academic achievement.  

Another research study used socio-demographic 

features such as gender, age, education, ethnicity, 

disability, and work status as well as study 

environment attributes (e.g., course program and 

course block) in predicting academic performance 

[17]. The empirical analysis showed that ethnicity, 

course program, and course block were the most 

important features in the prediction process. 

Moreover, regression tree (CART) successfully 

classified 60.5% of the research data. The study 

concluded that integrating socio-demographic and 

environmental attributes can achieve better results 

than depending on enrolment data only.  

Al-Azawei and Al-Masoudy [18] used both 

demographic and behavioral features to determine 

students' learning performance in a virtual learning 

environment (VLE). After building the prediction 

model based on the M5P regression algorithm, the 

results showed that some of the demographic features 

and all online behavioral variables were predictors of 

students' performance. The significant demographic 

attributes were region, highest education, disability, 

gender, and age band. This supports the effectiveness 

of socio-demographic information on learners' 

academic achievement.  

Another research study compared the accuracy of 

several methods namely, k-nearest neighbor (KNN), 

support vector machine (SVM), decision tree, logistic 

regression, multilayer perceptron (MLP), adaboost, 

and extra tree classifier in the prediction of students'  

 



Received:  October 22, 2021.     Revised: December 14, 2021.                                                                                         110 

International Journal of Intelligent Engineering and Systems, Vol.15, No.2, 2022           DOI: 10.22266/ijies2022.0430.11 

 

 
Figure. 1 The proposed model of predicting students' 

performance 

 

achievement [19]. Although the first classification 

included predicting four classes which are excellent, 

good, poor, and fail, the accuracy was highly 

improved after categorizing the excellent and good 

into one class and the poor and fail into the other class. 

This research, however, did not clearly identify the 

important features that played a significant role in the 

prediction process. 

To sum up, it cannot be generalized that applying 

a hybrid set of features could always present better 

findings as this may be attributed to other factors that 

may influence the strength of demographic, 

performance, and/or environmental attributes. Such 

features may include but are not limited to, society, 

culture, and individual circumstances. Thus, our 

research focuses on socio-demographic information 

that belongs to students' profiles on registration to 

understand if this individual student will complete 

his/her degree or not. 

3. The proposed system  

This research sought to achieve three key aims. 

First, it identifies the most influential socio-

demographic features on students' completion in 

higher education. Second, the study implements 

several feature selection methods to weigh the effect 

of each attribute on predicting degree completion. 

Finally, seven classification models are built and their 

prediction accuracy is compared to highlight the best 

predictor of students' completion. To achieve these 

aims, a dynamic prediction model was proposed and 

different stages were implemented as explained in 

this section.  

Fig. 1 shows the proposed framework for 

predicting students' completion. The framework 

consists of five key steps. This encompasses selecting 

the original database, cleaning it and integrating the 

research dataset, applying feature selection methods, 

using classification data mining algorithms to build a 

model, and evaluating the proposed model 

performance.  

A full set of features were required to be ranked 

based on the well-known data mining feature 

selection techniques. A group of features was 

identified as the best candidate features based on such 

statistical methods (i.e., ranking). Subsequently, this 

group was sent to data mining classifiers to build the 

dynamic model. Hence, students' performance was 

connected directly to this group of features. However, 

this traditional process was applied in most of the 

previous approaches. This, in turn, leads to evaluating 

students' performance using specific features with a 

static model which is not realistic in the real 

application. In such a situation, students are affected 

by a variety of unexpected issues, daily. This needs 

to be taken into consideration when building a 

prediction model using data mining techniques. As 

such, the classification accuracy evaluation is applied 

in this research study to build the dynamic prediction 

model. If the classification accuracy dropped down, 

this means that some features became irrelevant and 

should be replaced with relevant features. In this 

research, therefore, the classification accuracy 

evaluation was proposed to re-evaluate the features 

and re-build the model accordingly. This process 

reflects the dynamicity of this present research. 

3.1 The original dataset 

The dataset used in this research was retrieved 

from the undergraduate registration system at a 

public university in Iraq. It provides main 

information about students such as name, address, 

age, gender, family information, health, etc. The 

original dataset consists of 62 features. Most of these 

are considered as sub information which could be 

varied from a student to another such as hobbies. 

Some students, for example, preferred football, 

whereas others preferred basketball and vice versa. 

Hence, such kinds of features would be not relevant 

in the case of students' performance evaluation and 

prediction. The greater the impact/relevant features 

on the largest number of students, the best evaluation 

and prediction could be achieved. However, 

evaluating students' performance using a specific set 

of features without taking into consideration the 

ignored features that would become relevant over 

time is unrealistic. This is because such features may 

have a significant effect on students' performance and  
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Table 1. The main attributes of the research dataset 

Feature Description 

StudyType Type of student registration (Morning 

Study or Evening Study) 

Admission Type of student admission (Morning 

Admission or Evening Admission) 

Income Monthly Students' Family Income  

Marital 

status 

Marital Status (Married, Single, 

Divorced, Widow) 

Gender Gender (Male or Female) 

SchoolType Type of Secondary School 

(Government, Private, Organizations, 

Others) 

Health Health (Good Health, Blind, Others) 

SocialReg Societal regression  (Employment, 

Workers, Agricultural, Economic, 

Industrial, Others) 

Label Class labels (Pass or Fail) 

 

it could make the generated model unable to interact. 

3.2 Preprocessing of the original database 

It was found that a user data entry may input zero 

value in the field of monthly income, or a student 

preferred not to mention his/her family income. Some 

features also consisted of string values (i.e., 

categorical) in combination with numerical values 

such as Emails and postcodes. Such features were 

also ignored. For example, a user data entry may 

input invalid data with or without spaces such as 

place of birth, the nearest place to a student's home 

address, student's hobbies, student's favourite sport, 

etc. In some important fields in the database such as 

students' age, it was also found that this field includes 

null values or invalid numbers. Another group of 

features are already irrelevant and ignored directly 

without any pre-processing technique such as phone 

number and mobile number. Handling the 

aforementioned issues might require advanced pre-

processing techniques using expensive processing 

procedures before evaluating students' performance. 

This is because the prediction of students' 

performance relies on the relevant features which 

have a significant effect on a student during his/her 

daily study. 

3.3 The research dataset 

Only possible relevant features with numeric 

values and had not too much null entry were selected 

in advance, as shown in Table 1. However, in terms 

of data instances (rows), each data instance with at 

least one of the issues mentioned above was removed. 

Hence, the resulting dataset used here consists of 

13262 data instances with two class labels and eight 

features. It is worth mentioning here that the features 

described in Table 1 are the best sample of features 

that may have a general effect on most students. 

However, the proposed framework evaluates the 

classification accuracy every time. Once the accuracy 

dropped down, the framework re-evaluates the 

features and re-builds the model accordingly.    

3.4 Applying feature selection methods 

Relevant features were identified through this 

component and then they were sent to data mining 

algorithms to build the classification model. The 

received instances (i.e., set of features) from the 

database were evaluated using some traditional 

feature selection methods such as correlation-based 

feature subset selection (CfsSubsetEval), 

symmetrical uncertainty with respect to the class 

(SymmetricalUncertAttributeEval), 

GainRatioAttributeEval, ReliefFAttributeEval, and 

CorrelationAttributeEval. The methods are available 

in an open-source framework called Weka which 

consists of a group of machine learning algorithms 

for data mining tasks.  

3.5 Building the research classifier 

The theoretical base of this research is grounded 

on educational data mining techniques. To predict 

students' degree completion accurately, seven 

classification algorithms were applied with 10-fold 

cross-validation. These are: Bagging, DecisionTable, 

HoeffdingTree, IBK, J48, RandomForest, and 

RandomTree. The performance of these classifiers 

was compared in order to choose the best one that can 

achieve higher accuracy and the key features that can 

predict degree completion in the proposed model.  

3.6 Evaluating the research outcomes 

In this stage, the performance of the proposed 

framework was evaluated in terms of classification 

accuracy. The conducted analysis aims to present the 

ability of the proposed framework with the best 

candidate features to predict study completion. The 

best features were identified by applying a set of 

well-known feature selection methods. Besides, the 

relevant features were used with the classification 

algorithms to measure the accuracy of the proposed 

model. However, once the accuracy drops down, the 

original full set of features was re-analysed again by 

applying the aforementioned feature selection 

methods. The selected features were evaluated by 

measuring the precision of the classification 

algorithm as shown in Eq. (1).  

 

Precision = CC/ (CC + IC)             (1) 
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Table 2: Feature weight using feature selection methods 

Feature 

selection 

method 

 

No. Features 

Feature 

weight 

CfsSubsetE

val 

1 Gender 0.09141 

2 SchoolType 0.04341 

3 SocialReg 0.01240 

4 StudyType 0 

5 Admission 0 

6 Income 0 

7 MaritalStatus 0 

8 Health 0 

Symmetrica

lUncertAttr

ibuteEval 

1 SchoolType 0.03246 

2 SocialReg 0.03232 

3 Income 0.01092 

4 Gender 0.00785 

5 Admission 0 

6 MaritalStatus 0 

7 Health 0 

8 StudyType 0 

GainRatioA

ttributeEval 

1 SchoolType 0.12662 

2 SocialReg 0.02864 

3 Income 0.00665 

4 Gender 0.00622 

5 Admission 0.00407 

6 MaritalStatus  0 

7 Health 0 

8 StudyType  0 

ReliefFAttr

ibuteEval 

1 Admission 0.00626 

2 SocialReg 0.00259 

3 MaritalStatus 0.00207 

4 StudyType 0.00076 

5 Income 0.00057 

6 Gender 0.00027 

7 SchoolType 0.00016 

8 Health 0 

Correlation

AttributeEv

al 

1 SocialReg 0.17320 

2 SchoolType 0.14282 

3 Gender 0.09273 

4 Admission 0.05935 

5 MaritalStatus 0.01555 

6 Income 0.01286 

7 StudyType 0.01254 

8 Health 0.00852 

 

where CC is the correct classification and IC is the 

incorrect classification. 

 

 
Figure. 2 A Comparison of feature weight using feature 

selection methods 

4. Results and discussion 

This research aims at predicting students' degree 

completion based on socio-demographic information 

recorded on the students' registration database. To 

meet this key aim, the research weights and evaluates 

all features first. This was followed by building the 

classification model. It was based on a dynamic 

prediction technique as all features were weighted 

and re-ranked over time.  

4.1 Results of feature selection methods 

Table 2 shows features' weight using feature 

selection methods. Features are listed from high to 

low weight according to the feature selection method. 

Fig. 2 shows a comparison of features' weight.  It can 

be seen that the feature SocialReg had the maximum 

weight, and SchoolType comes next. The Health 

feature had the minimum weight. However, each 

group of features was evaluated in terms of 

classification accuracy, .i.e, Precision, as shown in 

Table 3 and Fig. 3. Features that reported the lowest 

weights were ignored.  

Table 3 presents the selected features based on 

several different feature selection methods. Many 

features were significant in the prediction process 

regardless of a particular method. In each method, 

there is a selected group of features. The relevance of 

the selected features is identified by measuring the 

classification accuracy. Although higher precision 

was reported with some classification algorithms as 

shown in Fig. 3, this may change over time in real-

life data and features may become relevant in some 

circumstances. Therefore, each group of features is 

used to evaluate the performance of the classification 

algorithms to predicate students' academic 

completion. 
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Table 3. Evaluation of feature selection methods 

Method 

of FS  

No. of 

selected 

features 

Classificatio

n algorithm 
Precision 

CfsSubs

etEval 

3 Features:  

• Gender,  
• SchoolType,  

• SocialReg 

Bagging 86.48% 

DecisionTabl

e 86.51% 

HoeffdingTre

e 86.50% 

IBK 86.51% 

J48 86.51% 

RandomFores

t 86.49% 

RandomTree 86.51% 

Symmet

ricalUnc

ertAttrib

uteEval 

4 Features: 

• Gender,  

• Income,  

• SchoolType

,  

• SocialReg 

Bagging 87.28% 

DecisionTabl

e 86.86% 

HoeffdingTre

e 86.29% 

IBK 87.01% 

J48 87.32% 

RandomFores

t 86.95% 

RandomTree 86.99% 

GainRat

ioAttrib

uteEval 

5 Features: 

• Admission,  

• Income,  

• Gender,  
• SchoolType,  

• SocialReg 

Bagging 87.31% 

DecisionTabl

e 86.86% 

HoeffdingTre

e 86.36% 

IBK 86.86% 

J48 87.28% 

RandomFores

t 86.95% 

RandomTree 86.89% 

ReliefF

Attribut

eEval 

8 Features: 

• StudyType, 

• Admission,  

• Income, 

• MaritalStat

us, 

• Gender, 
• SchoolType, 

• SocialReg 

 

Bagging 87.33% 

DecisionTabl

e 86.81% 

HoeffdingTre

e 86.29% 

IBK 86.91% 

J48 87.30% 

RandomFores

t 86.98% 

RandomTree 86.96% 

Correlat

ionAttri

buteEva

l 

9 Features: 

All Features 
Bagging 87.33% 

DecisionTabl

e 86.78% 

HoeffdingTre

e 86.38% 

IBK 86.91% 

J48 87.30% 

RandomFores

t 86.98% 

RandomTree 86.93% 

 
Figure. 3 Evaluation of selected features using feature 

selection methods and classification algorithms 

 

 
Figure. 4 Evaluation of classification algorithm model 

(Train and Test) in terms of selected features 

4.2 Results of the classification algorithms 

Data mining classification algorithms were used 

to build the prediction model of students' degree 

completion. Five experiments were conducted. For 

each experiment, the dataset described in Section 3.3 

was used with the selected features. Overall, 70% of 

the dataset was used for training, whereas, 30% was 

used for testing. Fig. 4 shows a comparison of the 

classification algorithms performance in terms of 

precision using the selected features (3, 4, 5, 8, and 9 

features). It can be seen that the performance of the 

classification algorithms was enhanced gradually in 

some cases, such as bagging. However, building a 

classification model using a specific group of features 

rather than the other may have a significant effect on 

evaluating the students' achievement in the future, as 

data may change over time. Hence, the model needs 

to be re-evaluated and this, in turn, represents the 

dynamicity of the proposed model.  

The results showed that the selected features are 

valid to predict students' degree completion. It was 

found that societal regression and type of secondary 

school had the most effect on the prediction models. 
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Societal regression consists of different cases such as 

employment, workers, agricultural, economic, 

industrial, and others. This could indicate that a stable 

monthly income of a family may motivate students 

further to progress in their studies. This result is in 

agreement with another research study which showed 

that family income was a significant predictor of 

degree completion [20]. However, the study of Perez 

and Perez [20] indicated that the high school GPA 

was a determinant attribute of degree completion, 

whereas we found that the secondary school type is a 

predictor of this class. Other cases such as workers, 

agricultural, economic, and industrial might have a 

negative effect on students' performance as their 

overall monthly income is unstable. Hence, 

supporting students with stable monthly income 

during their studies may help enhance their overall 

academic achievement. The results also suggested 

that the type of secondary school would be connected 

directly with societal regression. The rationale of this 

is that students who studied at a private school might 

have full cost support to be the main reason for the 

success of their study. 

The research findings are consistent with earlier 

literature. According to kumar and salal [5], the most 

features that can affect students' academic 

performance can be categorized into personal, family, 

and school groups. Our research supports this 

classification as it showed some of the students' 

personal features, family income, and secondary 

school type were predictfors of degree completion. In 

[21], the key role of demographic features was also 

confirmed based on a systematic review of previous 

research. In another research study conducted by Abo 

Saa [22], it was found that socio-demographic 

features were also determinants of students' academic 

achievement. The effect of such attributes can 

indicate that "the policy-makers can utilize such 

factors to create focus groups to take care of the 

students and provide them with special attention 

during their study in the institution" [21].     

5. Conclusion 

This research was conducted based on data of 

undergraduate students in Iraq. It showed that socio-

demographic information was significant in 

predicting degree completion. However, the weight 

of such features varied based on a particular situation. 

Overall, the Bagging classifier outperformed other 

classification models with an accuracy of 87.56%. 

Thus, educational institutions should pay further 

attention to the features identified here to ensure 

students' successful completion of their degrees.  

Although this research addressed a significant 

limitation in previous literature by proposing a 

dynamic prediction model, many directions still 

invite further research. This may include analysing 

the model accuracy dynamically over time, selecting 

the best relevant features through applying different 

techniques of feature selection and voting approach 

and selecting other socio-demographic features that 

may affect degree completion.   
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