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Abstract: This work proposes a new flow-shop scheduling model that consists of several flow-shops. Every flow-

shop acts as an independent entity, but there is a collaboration among them. Although the relation between flow-shops 

and their customers is exclusive, collaboration through production sharing is possible. This circumstance is different 

from most studies in flow-shop scheduling problems (FSP), for example, parallel or distributed, where all jobs come 

from a single point and are then distributed to the production resources. In the multiple independent flow-shops, each 

flow-shop has its own processing time and production cost. Through collaboration, efficiency can be achieved in the 

make-span and total cost aspects, which becomes the objective of this work. This model is developed by combining 

the first price sealed bid auction and cloud theory-based simulated annealing. The first price sealed bid auction is 

conducted to minimize the total production cost. Meanwhile, the cloud theory-based simulated annealing is conducted 

to minimize the make-span. This model is then compared with the existing non-dominated sorting genetic algorithm 

(NSGA II) based flow-shop scheduling models. The first existing model is a parallel flow-shop, while the second one 

is a collaborative flow-shop. The simulation result shows that the proposed model outperforms the existing models in 

the total cost aspect. The proposed model creates a 13 to 29 percent lower total cost than the NSGA II-based parallel 

flow-shop. Meanwhile, the proposed model creates a 16 to 28 percent higher make-span than the NSGA II-based 

parallel flow-shop.  

Keywords: Flow-shop scheduling, Multi-agent system, First price sealed bid, Collaborative system, Auction. 

 

 

1. Introduction 

Flow-shop scheduling (FSP) is a well-known 

production model in manufacturing systems besides 

job-shop, batch-shop, and so on. FSP is also a 

fascinating subject that many studies are conducted 

on due to the complexity of the production process. 

Besides, it also has a lot of variation and 

circumstances. Many studies in FSP were conducted 

based on specific circumstances, such as 

deteriorating jobs [1], sequent-dependent setup times 

[2], multiple requirements [3], waiting time [2], no-

idle [4], blocking [5], and so on.  

Besides the circumstance, many studies in FSP 

were conducted based on the specific metaheuristic 

optimization method. One most popular method is 

the evolutionary algorithm (EA) [6]. EA is a 

population-based optimization, and it is adopted from 

the evolution process of living things. Genetic 

algorithm is a popular EA derivative method widely 

used in studies in FSP [1]. Besides, several other 

metaheuristic methods used in FSP studies are 

simulated annealing [7], tabu search [8], particle 

swarm optimization (PSO) [9], and so on. 

Most of the studies in FSP were conducted by 

viewing the flow-shop as a single entity, no matter 

the flow-shop is a single flow-shop [10] or multiple 

flow-shops that can be parallel [5] or distributed flow 

shop [11]. All jobs come to a single point. Hereafter, 

these jobs will be distributed to the selected 

production resources in case that the system consists 

of multiple flow-shops. As a single entity, the 

assignment mechanism is authoritative. 

Ironically, studies in FSP that consist of multiple 

flow-shops as independent entities were hard to find. 

Meanwhile, there are many production systems in the 

real world that represent multiple independent flow-
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shops with collaboration among them, such as in the 

traditional crafts centrals. An example is hand-

writing batik centrals in Solo, Indonesia. Hand-

writing batik proceeds within several sequential steps. 

In every central, there are several hand-writing batik 

producers. Every producer has their jobs or orders. 

Meanwhile, a producer can also outsource its jobs to 

other producers in the central to minimize the 

processing time or production cost. However, every 

flow-shop has its independency to outsource its jobs 

or not. On the other side, a flow-shop is free to receive 

or decline the outsourced jobs. 

Based on this problem, this work proposes an FSP 

model with multiple independent flow-shops in the 

system. The system is a multi-product production 

system, and a flow-shop can produce multiple 

products. A job is a single-product job. Meanwhile, 

the product of a job may be different from other jobs. 

Rather than centralized and authoritative, this model 

is collaborative and decentralized. The objective is to 

minimize total production cost and the maximum 

completion time (make-span). Minimizing the total 

production cost becomes the primary objective, while 

minimizing the make-span becomes the secondary 

objective. 

This model uses first price sealed bid auction for 

the job assignment process and cloud theory-based 

simulated annealing for the scheduling process. The 

first price sealed bid auction is chosen due to its 

popularity in electronic auction [12], which one of its 

characteristics is anonymity.  

The cloud theory-based simulated annealing is 

chosen due to several reasons. A simulated annealing 

method aims to achieve global optimization and 

avoid local optimal traps [6]. This objective is 

achieved by accepting a worse current solution in a 

certain degree of probability. It is different from other 

metaheuristic methods, such as genetic algorithms, in 

which new solutions are generated from current best 

solutions. Moreover, the cloud theory-based 

simulated annealing is chosen for its faster 

performance than the classic simulated annealing 

[13]. 

The contributions of this work are as follows. 

 

• This work proposes a new collaborative flow-

shop model that consists of multiple 

independent flow-shops that act autonomously. 

• This work implements first price sealed bid 

auction as a job assignment process in the flow-

shop system. 

 

The remainder of this paper is organized as 

follows. The shortcoming studies in flow-shop 

scheduling problems are explored in section two. The 

proposed model, which consists of system 

architecture and a mathematical model, is explained 

in section three. The simulation scenario and the 

result are shown in section four. The findings and 

deeper analysis due to the simulation result are 

discussed in section five. The conclusion of this work 

and future research potentials related to this work is 

explained in section six. 

2. Related works 

In general, a flow-shop is implemented in a mass 

production process where the jobs or products are 

proceeded within several steps where each job must 

pass all the steps in the same sequence [14]. Based on 

the sequence, there are two types of flow-shop: 

permutation FSP and non-permutation FSP. In the 

permutation FSP, once the sequence of the jobs is 

arranged, this sequence is fixed for all steps [14]. 

Meanwhile, in the non-permutation FSP, the 

sequence of the jobs may be different among steps 

[14].  

Many studies in FSP were conducted with a view 

of FSP as a single entity. The FSP may consist of one 

flow-shop or multiple flow-shops. The multiple flow-

shops can be parallel, distributed, or hybrid, and the 

single FSP can be implemented in a small or medium 

factory. Meanwhile, the flow-shop that consists of 

multiple production resources can be implemented as 

a large company with several production resources in 

a single location (parallel flow-shop) or many 

locations (distributed flow-shop). The circumstances 

of the shortcoming studies in FSP are listed in Table 

1. These studies are sorted chronologically. 

This exploration shows that many studies in FSP 

are conducted in several flow-shop types: multiple-

machines, parallel, distributed, and hybrid. The 

theoretical explanation about these flow-shop models 

is as follows. 

The two-machine flow-shop is a simple flow-

shop system in a factory [14]. A factory has a certain 

number of jobs to be processed. On the other side, this 

factory has two machines. Each job must pass 

through these machines sequentially. For example, 

first, a job must be processed in the first machine. 

Hereafter, this job goes to the second machine for the 

next process. 

The concept of a parallel flow-shop system is as 

follows [5]. A company has a factory that consists of 

several lines (flow-shops). These lines are identical, 

and each line consists of several machines. On the 

other side, this company has several jobs to be 

executed. A job can be distributed to any line, and 

each job must pass through all machines in line with 

the same order. The problem is how to distribute  
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Table 1. List of shortcomings FSP studies 

Author Flow-shop Type 
No. of 

Companies 

Assignment 

Model 
Objectives 

[15] distributed flow-shop single authoritative minimize make-span 

[4] 
multiple-machine flow-

shop 
single authoritative minimize cost 

[16] distributed flow-shop single authoritative minimize make-span 

[17] distributed flow-shop single authoritative minimize make-span 

[18] distributed flow-shop single authoritative minimize make-span 

[19] single flow-shop single authoritative minimize make-span 

[20] hybrid flow-shop single authoritative 

minimize make-span 

minimize maximum 

tardiness 

minimize idle energy 

consumption 

[11] distributed flow-shop single authoritative minimize make-span 

[21] two-machine flow-shop single authoritative 

minimize make-span 

minimize total energy 

consumption 

[22] single flow-shop single authoritative minimize make-span 

[23] single flow-shop single authoritative minimize make-span 

[24] 
multiple-machine flow-

shop 
single authoritative minimize make-span 

[25] 
multiple-machine flow-

shop 
single authoritative minimize actual flow time 

[8] 
single machine flow-

shop 
single authoritative 

minimize total completion 

time 

[5] parallel flow-shop single authoritative minimize make-span 

[26] single flow-shop single authoritative minimize make-span 

[10] single flow-shop single authoritative minimize total tardiness 

[9] parallel flow-shop single authoritative 
minimize total cost 

minimize total time 

this work multiple flow-shops multiple voluntary 
minimize production cost 

minimize make-span 

 

these jobs into the lines and arrange each set of jobs 

in every line. 

The concept of a distributed flow-shop system is 

as follows [18]. A company has multiple factories. 

On the other side, this company has several jobs or 

orders to be executed. Each factory is identical which 

consists of the same number of machines. These jobs 

are then distributed into the factories. All jobs will be 

processed in the same order. It means, wherever a job 

is allocated, it will be treated the same. The decision 

problem is in which factory each job will be sent to 

and in what kind of sequence will a set of jobs in 

every factory be arranged. The concept of distributed 

flow-shop is like the parallel flow-shop with different 

size and location of the factories. 

The concept of a hybrid flow-shop is as follows 

[20]. A hybrid flow-shop is a derivative of the flow-

shop system, which is more complicated. A factory 

has a production system where a job must be 

processed in several stages. There are several 

machines at every stage, and the number of machines 

may be different among stages. A job must pass 

through all stages. Meanwhile, a job can be processed 

by any machine in a stage. 

This explanation has shown that these existing 

studies could be implemented into a company's 

production system, whether its size is small, medium, 

or big. The assignment model is mandatory. It means 

every flow-shop must handle all jobs assigned to it. 

This approach is applied only in a company, whether 

it consists of a single or multiple flow-shops. In a 

system that consists of multiple companies, a 

company may accept or reject a job that is offered by 

other companies based on the possibility and 

profitability aspects. On the other side, in a multiple-

company system, a company may or may not 

outsource its jobs. Ironically, studies in the flow-shop 

scheduling that consists of multiple companies 

(entities) with collaboration among them are still hard 
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Figure. 1 System architecture 

 

 
Figure. 2 Bidding mechanism 

 

to find. 

Based on this analysis, there is a potential to 

develop a new flow-shop scheduling model that 

consists of multiple companies or entities to become 

the scientific contribution of this work. In general, 

this model keeps the autonomy of every company in 

the system while promoting collaboration among 

them to achieve mutual efficiency.  

The detailed explanation is as follows. Each 

company has its production resource and handles its 

customers independently. Meanwhile, due to the 

limited production resources, collaboration in the 

production process among them is possible but not 

mandatory or authoritative. It means a company may 

or may not outsource its jobs to other companies. On 

the other side, a company may accept or reject 

outsourcing offers from other companies. Moreover, 

the objectives of this proposed model are to minimize 

cost and make-span as they are (especially make-

span) is the most common objective in the flow-shop 

scheduling studies. 

 

3. Model 

This model consists of several entities: flow-

shops, jobs, products, steps, cost, and processing time. 

Flow-shops are entities that receive jobs from their 

customers and execute these jobs. Jobs are tasks that 

must be executed within several steps. Steps are 

stages that must be passed to execute a job. Cost is 

the production cost of a product. Processing time is 

the time needed to execute a job in a certain step. The 

system is a multi-product system. This flow-shop 

adopts the permutation approach. It means, once a 

sequence is arranged in a flow-shop, this sequence is 

applied for all steps. 

In this system, every flow-shop receives orders or 

jobs from their customers. Then, every job must be 

executed by the job owner. Job owner is a flow-shop 

that receives the job from its customer. Meanwhile, a 

flow-shop can proceed a job cheaper than other flow-

shops. Based on it, a job can be outsourced to another 

flow-shop. The flow-shop that proceeds the job is 

called a job processor. If the job proceeds internally, 

the job owner and the job processor are the same. 

Meanwhile, if the job is outsourced, then the job 

owner is different from the job processor. The 

number of jobs that are owned by every flow-shop is 

different among them. This mechanism is illustrated 

in Fig. 1. 

The outsourcing mechanism is conducted by 

using an auction. Auction is chosen because it is a 

well-known mechanism for allocating goods, 

services, or objects to one or several parties. These 

parties will submit bids, which are usually sums of 

money [27]. In the auction system, there is a job that 

will be offered. Then, several bidders propose a 

bidding price to win the job. In this model, an 

outsourced (offered) job is owned by a job owner. 

The bidders are other flow-shops in the system. Every 

bidder offers a certain level of price, called bidding 

price, to the job owner. The flow-shop that wins the 

auction then becomes the job processor. 

This model adopts first price sealed bid auction. 

As a first-price auction, the winner is the flow-shop 

who proposes the best (lowest) price, and the closed 

price is the first best price [27]. It is different from the 

Vickrey auction, where the winner is the bidder who 

proposes the best price, but the closed price is the 

second-best price [27]. As a sealed bid auction, a 

bidder can only observe its bidding price. It is 

different from the open bid price, like in Dutch 

auction or English auction, where the bidding price is 

open publicly [27]. This mechanism is illustrated in 

Fig. 2. 

A bidder can propose a bidding price within its  
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Figure. 3 Bidding price range 

 

reservation price and target point. A reservation price 

is the lowest possible proposed price, while a target 

point is the highest. In this model, the flow-shop’s 

production cost becomes the reservation price. A 

bidder will not propose a bidding price that is less 

than the production cost. Meanwhile, the flow-shop’s 

retail price becomes the target point. The retail price 

is the price offered by the flow-shop to its customer 

for the same product. It means the inter-flow-shop 

price will not surpass its retail price. Fig. 3 illustrates 

the bidding price range. 

There are several assumptions applied in this 

work. These assumptions are as follows. 

 

• A job is proceeded by only one flow-shop. 

• A job consists of one product. 

• A job can be proceeded by any flow-shop. 

• All jobs are ready at time zero. 

• A flow-shop can proceed all products. 

• The retail price of a product must be higher than 

its production cost in a flow-shop. 

• Once a production sequence is arranged, this 

sequence will not change during the processing 

period. 

• The processing time of every job is known in 

advance. 

• The setup time is zero. 

• All machines are ready at time zero. 

 

There are several annotations used in the 

mathematical model, as follows. 

The model consists of two steps. The first step is 

assigning jobs to their job processor. The second step 

is the flow shop scheduling, which occurs in every 

job processor. The objective of the first step is to 

minimize the total cost (primary objective). The 

objective of the second step is to minimize the make-

span (secondary objective). The first step is 

conducted by using the first price sealed bid auction. 

The second step is conducted by using cloud theory-

based simulated annealing. (CSA).  

The job assignment process consists of three 

steps, starting with job selection. The second step is 

bidding, and the third step is winner determination. 

The algorithm of this job assignment process is 

shown in algorithm 1. 

 

 

The explanation of algorithm 1 is as follows. The 

bidding process is conducted to the certain number of 

jobs (nbj) that is determined previously. There are 

c cost 

ctot total cost 

f flow-shop 

fab available flow-shop 

Fab set of available flow-shops 

fpr job’s processor 

fow job’s owner 

fse selected flow-shop 

fwi auction winner 

F set of flow-shops 

Fbp set of flow-shops that send bidding price 

(bidding pool) 

g good/product 

G set of products 

h fitness function 

j job 

jla last job in a jobs sequence 

jpr processed job 

Jpr set of processed jobs 

jse selected job 

J set of jobs 

k coefficient 

mr retail margin 

nbj number of bid jobs 

now number of owned jobs 

npr number of processed jobs 

nmp maximum number of processed jobs 

p Price 

pbid bidding price 

pre reservation price 

psel selected price 

pta target point price 

ro outsourcing threshold  

q queue 

s step 

sla last step of a job 

S set of steps 

solcur current solution 

solbes best solution 

solfin final solution 

t time 

ten end-time 

tma maximum processing time (make-span) 

T temperature 

Tin initial temperature 

Ten end temperature 

Δh fitness gap 

ΔT temperature degradation rate 
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three processes in every iteration: job selection,  

 

algorithm 1: jobs assignment 

1 i = 0 

2 while i < nbj do 

3 begin 

4   jse = U(J) 

5   if U(0,1) < ro(fow(jse)) then 

6     Fbp = bidding (F,jse) 

7     fpr(jse) = select (Fbp, fow(jse), jse) 

8   end if 

9   i = i + 1 

10 end while 

 

bidding, and winner selection. The job is selected 

stochastically, and it follows a uniform distribution. 

It is shown that a job can be bid several times, while 

other jobs may not have the opportunity to be bid. 

Hereafter, the bidding process is conducted by 

offering the opportunity to the flow-shops in the 

system to propose a bidding price for this selected job. 

These proposals are then collected into a bidding pool. 

The bidding mechanism is conducted in a single 

round, which means a flow-shop can only send a 

proposal once, and this proposal cannot be revised or 

retracted. 

Meanwhile, a flow-shop can send other proposals 

for other bid jobs. Finally, the winner is determined 

based on the proposals in the bidding pool. The 

detailed mechanism is formalized by using Eq. (1) to 

Eq. (7). 

 

𝑓𝑎𝑏(𝑗𝑠𝑒) = 𝑓 ∈ 𝐹|𝑓 ≠ 𝑓𝑜𝑤(𝑗𝑠𝑒) ∧ 𝑛𝑝𝑟(𝑓) < 𝑛𝑚𝑝 

(1) 

 

𝑝𝑏𝑖(𝑓, 𝑗) = 𝑈(𝑝𝑟𝑒(𝑓, 𝑗), 𝑝𝑡𝑎(𝑓, 𝑗))   (2) 

 

𝑝𝑟𝑒(𝑓, 𝑗) = 𝑐(𝑓, 𝑝(𝑗))     (3) 

 

𝑝𝑡𝑎(𝑓, 𝑗) = (1 + 𝑚𝑟(𝑓)). 𝑝𝑟𝑒(𝑓, 𝑗)   (4) 

 

𝐹𝑏𝑝(𝑗) = {𝑓|𝑓 ∈ 𝐹𝑎𝑏(𝑗)}    (5) 

 

𝑓𝑤𝑖(𝑗) = 𝑓|𝑓 ∈ 𝐹𝑏𝑝(𝑗) ∧ 𝑚𝑖𝑛(𝑝𝑏𝑖(𝑓, 𝑗))  (6) 

 

𝑓𝑝𝑟(𝑗) = {
𝑓𝑤𝑖(𝑗), 𝑝𝑏𝑖(𝑓𝑤𝑖(𝑗)) < 𝑐(𝑓𝑜𝑤(𝑗))

𝑓𝑜𝑤(𝑗), 𝑒𝑙𝑠𝑒
     (7) 

 

The explanation of Eq. (1) to Eq. (7) is as follows. 

Eq. (1) shows that a flow-shop can send a bidding 

proposal for a job if it is not the job-owner, and its 

processed jobs are less than the maximum number of 

processed jobs. Eq. (2) shows that the bidding price 

is determined stochastically, and it follows uniform 

distribution from the reservation price and target 

point. Eq. (3) shows that the reservation price is the 

production cost of the flow-shop to produce the job-

related product. Eq. (4) shows that the target point is 

the cost pluses retail margin. Eq. (5) shows that the 

bidding pool consists of all available flow-shops for 

the selected job. Eq. (6) shows that the auction winner 

is a flow-shop in the bidding pool with the lowest 

bidding price. Finally, Eq. (7) determines the job 

processor, whether the job owner of the auction 

winner. The auction winner becomes the job 

processor if its bidding price is less than the job 

owner’s cost. 

The second step is job sequencing within the 

flow-shop. This work is conducted by using cloud-

theory-based simulated annealing. This step consists 

of two rounds: initiation and iteration. The iteration 

is conducted after the initiation. As a population-

based metaheuristic method, this model consists of 

several independent solutions. Both initiation and 

iteration are conducted in every solution. The best 

solution is the chosen among solutions whose fitness 

value is the lowest one. As mentioned before, the 

objective of this step is to minimize the maximum 

completion time, i.e., make-span. This objective is 

formalized by using Eq. (8) to Eq. (10). 

 

ℎ = 𝑚𝑖𝑛(𝑡𝑚𝑎(𝐹))    (8) 

 

𝑡𝑚𝑎(𝐹) = 𝑚𝑎𝑥(𝑡𝑚𝑎(𝑓)), ∀𝑓 ∈ 𝐹  (9) 

 

𝑡𝑚𝑎(𝑓) = 𝑡𝑒𝑛(𝑠𝑙𝑎(𝑗)), 𝑗 = 𝑗𝑙𝑎 (𝐽𝑝𝑟(𝑓))  (10) 

 

The explanation of Eq. (8) to Eq. (10) is as 

follows. Eq. (8) shows that the objective is to 

minimize the maximum completion time of all flow-

shops. Eq. (9) shows that the maximum completion 

of all flow-shops is obtained from the flow-shop, 

whose maximum completion time is the highest. Eq. 

(10) shows that the maximum completion time of a 

flow-shop is obtained from the end time of the last 

step of the last job that is proceeded by the flow-shop. 

The jobs sequence is scrambled in the initiation 

process. The objective is to differentiate the job 

sequence in the same flow-shop among populations. 

This process is conducted by using the pairwise 

interchange method. This scrambling process is 

shown in algorithm 2. Both interchanged jobs in the 

sequence (j(q1) and j(q2)) is selected randomly among 

the jobs, and it follows a uniform distribution. The 

scrambling process occurs for all jobs. The process in 

algorithm 2 is conducted for all solutions.  
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The next round is the iteration. The iteration 

process is conducted for all populations. As a  

 

algorithm 2: scrambling mechanism 

1 i = 0 

2 while i < n(J) do 

3 begin 

4   q1 = U(n(J)) 

5   q2 = U(n(J)) 

6   buf = j(q1)  

7   j(q1) = j(q2) 

8   j(q2) = buf 

9 end while 

 

algorithm 3: iteration process 

1 T = Tin 

2 while T > Ten do 

3 begin 

4   i = 0 

5   while i < nima do 

6     pairwise-interchange () 

7     Δh = h(solcur) – h(solbes) 

8     if Δh < 0 then 

9       solbes = solcur 

10     else 

11       if U(0,1) < exp(Δh/(k.T)) then 

12         solbes = solcur 

13     end if 

14     i = i + 1 

15   end while 

16   T = T – ΔT 

17 end while 

 

simulated annealing method, the iteration starts from 

the initial high temperature and ends when the 

targeted low temperature is reached. There is a 

certain number of iterations in every temperature 

level. Every iteration consists of several processes: 

pairwise interchange, fitness recalculation, best 

solution updating. This iteration process is 

formalized by using algorithm 3. The final solution is 

determined by using Eq. (11). Eq. (11) shows that the 

final solution is obtained from the best solution 

among a population with the best fitness value. 

 

𝑠𝑜𝑙𝑓𝑖𝑛 = 𝑠𝑜𝑙𝑏𝑒𝑠 ∈ 𝑆𝑜𝑙𝑏𝑒𝑠 ∧ 𝑚𝑖𝑛(ℎ(𝑠𝑜𝑙𝑏𝑒𝑠))  (11) 

 

The pairwise interchange mechanism is 

conducted by interchanging jobs position within the 

job sequence of a flow-shop. There is only one flow-

shop that runs a pairwise interchange process in every 

iteration. The pairwise interchange process in every 

iteration is formalized using Eq. (12) and Eq. (13). 

 

Table 2. Default parameters 

Parameters Value 

n(G) 5 units 

n(F) 5 units 

n(S) 4 units 

tav 5 time-unit 

cav 20 cost-unit 

 

 

𝑓𝑠𝑒 = 𝑈(𝐹)     (12) 

 

𝑗𝑠𝑒 = 𝑈 (𝐽𝑝𝑟(𝑓𝑠𝑒))    (13) 

 

The explanation of Eq. (12) and Eq. (13) is as 

follows. Eq. (12) shows that the flow-shop is selected 

randomly among flow-shops in the system, following 

a uniform distribution. Eq. (13) shows that the job is 

also selected randomly among jobs that are 

proceeded by the flow-shop, and it also follows a 

uniform distribution. The mechanism in Eq. (13) is 

conducted for both jobs that will be interchanged. 

4. Simulation and result 

This proposed model is then implemented into 

flow-shop scheduling simulation to observe the 

performance of the model. The observed parameters 

are the make-span and the total cost, as they are stated 

as objectives of this work. Moreover, the make-span 

and cost are commonly observed parameters used in 

many studies in the FSP as shown in Table 1. This 

simulation is conducted to observe the relation 

between the number of jobs to the observed 

parameters. The number of jobs ranges from 20 to 

100 units. Besides, there are several default 

parameters and their value. These default parameters 

are listed in Table 2. The processing time for every 

step and the production cost for every product in 

every flow-shop are generated randomly and follow 

a uniform distribution.  

This proposed model is compared with two 

shortcomings of FSP models. Both compared models 

used NSGA II. The first model is a multi-objective 

parallel flow-shop scheduling model [9]. The second 

model is a collaborative flow-shop scheduling model 

[28].  

The reason of choosing these two models is as 

follows. The first model represents the parallel flow-

shop scheduling model so that the scheduling 

processes are centralized and authoritative. All jobs 

can proceed in any flow-shop in the system without 

the job processor can reject [5]. The second model 

represents the collaborative flow-shop scheduling  
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Figure. 4 Relation between number of jobs and make-

span 

 

Figure. 5 Relation between number of jobs and total cost 

 

 

model. The collaboration is conducted based on an 

exchange mechanism. It means a flow-shop can 

outsource a job to another flow-shop only if it also 

proceeds a job from its opponent. The outsourcing 

mechanism is still mandatory. The similarity between 

these two existing models is that a job can be 

processed in any flow-shop in the system. The 

difference is that in the first model [9], the job can be 

distributed easily while in the second model [28], the 

job can be outsourced only with reciprocal exchange. 

The outsourcing price of the existing models is in 

the middle between the retail price and the production 

cost. The proposed model is conducted in three 

scenarios due to the outsourcing threshold: 0.25; 0.5; 

and 0.75. The result is shown in Fig. 4 and Fig. 5. 

Fig. 4 shows that the make-span is proportional to 

the number of jobs occurring for all models. 

Compared among models, the NSGA II-based 

parallel flow shop model [9] creates the lowest make-

span. Meanwhile, the proposed model with a 0.75 

outsourcing threshold creates the highest make-span. 

Comparing among three threshold values, the model 

with a 0.25 outsourcing threshold creates the lowest 

make-span. It means that the increase of the 

outsourcing threshold makes the make-span increase. 

The make-span of the proposed model with a 0.25 

outsourcing threshold is almost equal to the NSGA 

II-based collaborative model [28]. The proposed 

model with a 0.25 threshold creates a 28 percent 

higher make-span than the NSGA II-based parallel 

flow-shop [9] when the number of jobs is low (20 

units). This value decreases to 16 percent when the 

number of jobs is high (100 units). 

Fig. 5 shows that the total cost is proportional to 

the number of jobs. It occurs for all models. 

Compared among models, the proposed model 

creates the lowest total cost. It occurs for all 

outsourcing thresholds (0.25, 0.5, and 0.75). The 

proposed model with a 0.75 outsourcing threshold 

performs as the best model. 

Meanwhile, the NSGA II-based parallel flow-

shop model performs as the worst model, and the 

NSGA II-based collaborative model performs the 

second worst one. Fig. 5 also shows that a higher 

outsourcing threshold decreases the total cost, 

especially for a high number of jobs. The proposed 

model with a 0.75 outsourcing threshold creates a 13 

percent lower total cost than the NSGA II-based 

parallel flow-shop model [9] when the number of jobs 

is low (20 units). This value increases to 29 percent 

when the number of jobs is high (100 units). 

5. Discussion 

Several findings are obtained from the simulation 

result. First, the proposed collaborative model is 

proven to minimize total cost. It is achieved in two 

ways. The first way is conducting the auction. This 

first-price sealed-bid auction allocates the jobs to the 

flow-shop that offers the lowest bidding price. The 

lowest bidding price is proposed by combining flow-

shop with low production cost or low outsourcing 

margin. The second way is conducting job 

assignments first before the scheduling process. It 

means the proposed model prioritizes the cost rather 

than the make-span. 

The second finding is that the proposed model 

creates the highest make-span because of its limited 

optimization space. The proposed model can only 

minimize the make-span by interchanging jobs 

within the flow-shop. On the other side, the existing 

models, both the parallel flow-shop [9] and the 

collaborative flow-shop [28], conducts inter flow-
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shop jobs interchange besides the intra flow-shop 

jobs interchange. It is based on the concept of the 

parallel flow-shop system where a job can be 

distributed to any lines in the system [5]. 

Third, the parallel flow-shop's second aspect that 

can create the lowest make-span is the distribution of 

the balanced jobs among flow-shops [9]. This 

circumstance is not found in the collaborative models, 

both the NSGA II-based model [28] or the proposed 

model. The collaborative model does not concern 

with balancing the workload among flow-shops or 

production resources. The outsourcing mechanism in 

the collaborative NSGA II flow-shop model 

guarantees the number of jobs proceeded by every 

flow-shop remains fixed [28]. It is because a flow-

shop can outsource its in-hand job only if it also 

receives its opponent’s in-hand job. In the proposed 

model, every flow-shop's number of jobs proceeded 

remains dynamic due to the auction process. 

Although the maximum number of proceeded flow-

shop limits the number of jobs that can be proceeded, 

this mechanism does not guarantee that the load 

among flow-shops is balanced or equal. 

6. Conclusion 

This work has demonstrated that the collaborative 

flow-shop model can become the alternative to the 

existing flow-shop models (single, parallel, or 

distributed one). Moreover, this work also shows that 

the decentralized assignment model can be used as an 

alternative rather than the common centralized and 

authoritative assignment model. The first price sealed 

bid auction is proven in assigning jobs to the lowest 

cost production resource, although it sacrifices the 

make-span. The proposed model creates 13 to 29 

percent lower total cost than the existing models 

while sacrificing 16 to 28 percent higher make-span. 

This collaborative flow-shop model has proven to 

become an alternative for the existing centralized 

flow-shop models. It democratizes the interaction 

among production resources rather than using an 

authoritative mechanism. Meanwhile, making the 

production system becomes more efficient is still 

challenging. In the future, this collaborative model 

can be expanded to various and more complex 

circumstances in the production system. 
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