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Abstract: The Electrocardiogram signal (ECG) is highly susceptible to the electrical environment from where the 

motion artifacts were being recorded. The accurate representation of the ECG signal will necessitate removing the 

noise from various sources thereby resulting in a noise-free model. This present research work uses Multi scale Local 

Polynomial Transform (MLPT) technique that provides wavelet transform as an alternative when the MLPT model 

was non-equispaced. The proposed research combines two approaches such as MLPT and Ensemble Empirical Mode 

Decomposition (EEMD) forming a Hybrid Transform Model which is used for denoising in the research. The present 

research work considers white Gaussian noise and experimental results are based on the MIT-BIH Physionet Database. 

The results of the proposed hybrid MLPT-EEMD obtained better SNR values of 25.93 dB when compared to the 

existing Empirical Mode Decomposition technique (EMD) of 5.43dB, EMD with adaptive switching mean filter 

obtained 9.135 dB and S-Transform based Time–Frequency Filtering Approach obtained 13.82 dB.  

Keywords: Electrocardiogram, Ensemble empirical mode decomposition, Multi scale local polynomial transform, 

Denoising, Intrinsic mode function. 

 

 

1. Introduction 

Heart disease can be diagnosed widely using 

ECG signals and in clinical practice, the ECG signals 

are considered the most important tool to diagnose 

heart disease [1]. Therefore, it is very important to 

analyze and process ECG signals to detect heart 

disease. The different types of noises are introduced 

during the acquisition of ECG signals such as 

Electromyogram (EMG) noise caused by the 

movement and contraction of human muscles, 

electrode motion noise due to patient’s sudden body 

movement and movement of the patient [2, 3]. 

Similarly, the white Gaussian noise in the channel is 

introduced during transmission of ECG signals 

through a channel, power line interference is because 

of improper grounding of the ECG machine. The 

ECG waveform will be distorted due to the 

introduction of these different noises and also disturb 

the features for diagnosis. Therefore, the diagnosis of 

cardiac disorders at the early stage is necessary for 

giving proper medication to arrhythmia patients [4]. 

The ECG signals are a well-established tool used in 

medical assessment for monitoring the electrical 

activity of the heart. Electrocardiogram (ECG) is a 

non-stationary, non-linear and in-homogeneous tool 

that can analyze different types of arrhythmia and 

perform visual interpretation from ECG recording. 

The process of performing the visual interpretation 

will be difficult for the cardiologists and hence 

various researches were undergone for performing 

denoising of ECG signals.  

The denoising approach such as morphological 

filtering approach, wavelet based approach, empirical 

mode decomposition (EMD), Adaptive filtering 

method has been utilized for various researches [5]. 

The morphological filtering technique is used 

effectively that limited the interference signal but 

faced issues such as high-frequency interference 

signal and a truncation error [6]. Also, the filter 

quality can be adjusted automatically according to the 
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noise characteristics by the adaptive filtering (AF) 

method. Various ECG signals are addressed with the 

aid of an adaptive signal extraction method which 

makes use of discrete wavelet transformation mixed 

with the adaptive parameters [7]. 

The classification results obtained from the 

proposed modified CNN into 4 types of beats such as 

atrial fibrillation (AF), ventricular fibrillation (VF), 

ventricular tachycardia (VT), supra ventricular 

tachycardia are resulted and are obtained for 

determining the arrhythmia type present. Thus, 

analyzing the proposed method effectiveness of the 

proposed method improved the SNR, MSE rate better 

when compared with the denoising algorithm as per 

the previous denoising techniques used. The 

proposed technique will solve the shortcoming of the 

first order IMF disorder better when compared with 

the traditional EMD denoising technique improves in 

terms of hard threshold function and traditional soft 

function [9, 10] 

Thus, to overcome the problems that occurred in 

the existing approaches to perform denoising, a 

hybrid transform model combined Multiscale local 

polynomial technique (MLPT) and EEMD is model. 

The developed model discarded the first-order IMF 

in the conventional EMD denoising approach and a 

new threshold denoising function was developed. 

This model enhanced the conventional soft and hard 

threshold functions. The EEMD method has the 

ability to scale better as evidenced by trials with the 

addition of white noise to the signal, the resulting 

IMF does not show links with other IMF. The 

computation of IMF components obtained will 

evaluate the average value among the blocks. The 

ternary pattern will be adopted that reflects the 

differences among the threshold and the pixels.  

The performance of the proposed algorithm is 

examined on the MIT-BIH arrhythmia database with 

white Gaussian noise and evaluated based on mean 

square error (MSE), peak signal to noise ratio 

(PSNR) and signal to noise ratio (SNR). The results 

are compared with EMD, sample entropy and 

improved threshold function technique and the 

proposed method show better SNR. 

The structure of the paper is as follows: section 2 

describes about the existing methods involved for 

denoising approaches and also Arrhythmia disease 

detection. Section 3 discusses about the proposed 

method, section 4 discusses about the results and 

discussion. The section 5 discusses about the 

conclusion and future work. 

 

 

 

2. Literature review 

Manas Rakshit [2] developed an empirical mode 

decomposition and adaptive switching mean filter 

(ASMF) for performing ECG denoising effectively. 

The ASMF and EMD both exploited reduced noises 

in the ECG signals based on the distortion. However, 

the developed approach was harmed with the high-

frequency details ignored the noises for QRS 

complex regions. The conventional EMD based 

methods failed to reject high frequency noises and 

also to preserve the QRS complexes. 

Wang [11] developed a deep learning approach 

for atrial fibrillation signals classification based on 

convolutional and modified Elman neural network 

(MENN). The developed network structure was 

primarily stacked by CNN and MENN, while 

automatically performed end-to-end signals 

classification. Moreover, tenfold cross-validation 

was employed to evaluate the classification 

performance of the model on the MIT-BIH AF 

database. The model involved the higher 

computational cost, and was not applicable for 

practical application. 

Murugappan [12] predicted the sudden cardiac 

arrest (SCA) based on the ECG Morphological 

Features and the support vector machine. The 

developed model confirmed that the sample entropy 

features were effectively predicted sudden cardiac 

arrest (SCA) and Ventricular fibrillation onset. The 

developed model used the SVM classifier obtained 

maximum classification rate. However, the 

developed model used dataset of smaller size for the 

prediction of SCA algorithm. However, the extensive 

database for analyzing the generalization ability of 

the developed algorithm for SCA prediction was 

difficult which lowered the values of SNR. 

Dengyong Zhang [13] developed an efficient 

ECG denoising approach using empirical mode 

decomposition model that showed improvement in 

improved threshold function and sample entropy. The 

developed model solved the problem of shortcoming 

by discarding the IMF first order using traditional 

EMD denoising approach improved the threshold 

functions. The developed model utilized MIT-BIH 

database where three sort of noises were simulated 

such as gaussian noise, electromyogram (EMG), and 

power line interference. The developed model solved 

the shortcoming and discarded the first order IMF 

with traditional EMD denoising approach. The 

developed model concentrated mainly on white 

Gaussian noise but neglected to simulate power line 

interference and EMG signals which impacted on the 

SNR.  
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Figure. 1 Block diagram of the proposed method 

 

Ankita Mishra [14] developed S-Transform based 

time frequency based filtering approach for ECG 

signal. The morphological process was employed 

visualized the ECG spectrum signals based on S-

transform based time frequency method. The time 

frequency plane was fitted on the surface eliminated 

the noise and layer threshold was used for eliminating. 

The developed model assessed various normal and 

abnormal ECG signals which were reliable reduced 

the noise with low levels of inputs that was dependent 

on the availability of the referenced signal.  

3. Proposed method  

The massachusetts institute of technology-beth 

israel hospital (MIT-BIH) database is considered for 

the research work, which consists of ECG signals. 

The ECG signals undergo pre-processing and the pre-

processed signals are then processed for QRS peak 

detection from where the features are extracted. Fig. 

1 shows the block diagram of the proposed method 

and the same is being dealt with in the details in 

upcoming sections.  

3.1 Data collection using MIT BIH database 

MIT-BIH arrhythmia database is used in the 

research which analyses the ECG signal that is 

available publicly for heart arrhythmia detection.  

The ECG of 4000 Holter recordings are included in 

the MIT-BIH Arrhythmia Database which is obtained 

from 1975 to 1978 from beth israel hospital 

arrhythmia laboratory [15]. The sample of ECG 

signals with noises is shown in Fig. 2. The Fig. 2 (a) 

is the Patient record number of 100 and (b) is the 

Patient record number 103.  

3.2 Pre-processing as a denoising technique 

The ECG records contain different sorts of noises, 

artifacts that are recorded and captured by skin 

electrodes. The ECG signal usually consists of high-

frequency noise such as electromyography (EMG) 

signal, power line interference, etc., and low-

frequency noise such as baseline wander. The pre-

processing stage is performed to detect noise 

accurately so that different components can be 

extracted, which would play an important role in the 

further process. The Fig. 3 shows the pre-processed 

ECG signals where (a) represents Patient record 

number 100 and (b) Patient record number 103. 

Multi scale local polynomial transform (MLPT) 

technique that provides wavelet transform as an 

alternative when the MLPT model was non-

equispaced. The proposed research combines two 

approaches such as MLPT and ensemble empirical 

mode decomposition (EEMD) as a hybrid transform 

model to produce noise free ECG signals. The  
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        (a)                                                                                       (b) 

Figure. 2 The sample ECG signals with noise: (a) Patient record number 100, (b) Patient record number 103 

 

 
                                                   (a)                                                                                             (b) 

Figure. 3 Pre-processed ECG signals: (a) Patient record number 100 and (b) Patient record number 103 

 

decomposition approach is conducted using the local 

polynomial approach gives rise to coefficients with 

respect to the local time. The scales present in the 

multi-scale transformation are set to be at the best by 

choosing the bandwidth with the sequence. The local 

polynomial approach will lead to representing the 

information of coefficients with respect to the local 

time. The multi-scale transformation will be set for 

choosing the bandwidth sequence. The bandwidth 

has a scale parameter that calculates the transform 

and there is a natural way to sample the data. 

3.3 Multi-scale local polynomial decomposition 

The MLPT is constructed based on the laplacian 

pyramid scheme that starts by vector assignment 

during the vector observations represented as 𝑌 up to 

the finest scale vector 𝑆𝑗. 

Where   𝑗 =  𝐽 −  1, 𝐽 −  2, . . . , 𝐿  
From the above expression, 𝐿 is the last iteration 

of the laplacian pyramid scheme. The white noise is 

canceled from the collected signals where each signal 

is operating in a time-space ensemble mean. Thus, the 

signal will survive up to the final signal which will be 

added with the ensemble mean. There will be no 

finite or infinitesimal amplitude with the vital noise 

which forces an ensemble model in finding out all the 

possible solutions.  The finite magnitude noise makes 

distinct scale signals residing as an IMF results from 

a significant mean which is calculated using Eq. (1). 

 

𝑆𝑗 = (�̃�𝑗𝑠𝑗+1)𝑒                               (1) 

 

Where �̃�𝑗  is known as the lower variance in 𝑆𝑗 

and the index 𝑒 will stand for the subset of 

{0, . . . . , 𝑛𝑗+1 − 1}, 𝑛𝑗+1 is known as the vector length 

of 𝑠𝑗+1 . The subset will not need the subset 𝑒 that 

consists of even numbers ranging from {1, . . . . , 𝑛𝑗+1} 

that means 𝑆𝑗 = (�̃�𝑗𝑠𝑗+1)  which consists of the 

invertible matrix that has aimed for performing the 

data pre-processing at that instance [11]. The matrix 

�̃�𝑗 is a square matrix but not always required to be an 

invertible matrix and can be used as an anti-aliasing 

instance matrix. The present research work consider  

�̃�𝑗 = 𝐼𝑛𝑗+1
which results with 𝑠j = 𝑠𝑗+1,𝑒 . If  𝑒  is 

required to set the even numbers then the coefficient 

level will give rise to 𝑠j,k = 𝑠𝑗+1,2𝑘  which is 

calculated using the Eq. (2). 
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𝑑𝑗 = 𝐷𝑗
−1(𝑠𝑗+1 − 𝑃𝑗𝑠𝑗)                    (2) 

 

𝐷𝑗 is an optional diagonal matrix for performing 

the process of standardization and normalization of 

the generated coefficients. 𝑃𝑗  is known as the 

smoothing matrix obtained from the local polynomial 

and the rows are filled with the 𝑃𝑗(tj+1,2k+1; 𝑡𝑗) ∙ 𝑡𝑗  

refers to the grid locations of the covariance values.  

The multi-scale local polynomial transform has 

the prediction matrix 𝑃 𝑗 that cannot be used as a local 

polynomial and smoothing operation in the lifting 

scheme inverse transform the coefficients lead to 

reconstruction. The reconstruction can be understood 

from coarse-scale approximation from where all 

values result with zero. Therefore, the odd fine-scale 

coefficients follow from 𝑆
𝑗+1,𝑒′

= 𝑃𝑗𝑆𝑗 + 𝑑𝑗 =

𝑃𝑗𝑆𝑗+1,𝑒 . To get smooth reconstruction, if an odd 

factor 𝑡𝑗+1,2𝑘+1 is near to the even neighbor then that 

should be the co-efficient. This is due to the inverse 

transform from processed coefficients that could 

cause a fractal-like reconstruction. Thus, the process 

of reconstruction will consider a rough scale 

approximation from where all details will be initially 

considered as zero. In that case, the odd fine-scale 

coefficients follow from 𝑆
𝑗+1,𝑒′

= 𝑃𝑗𝑆𝑗 + 𝑑𝑗 =

𝑃𝑗𝑆𝑗+1,𝑒. For easy reconstruction, it is necessary that 

if an odd factor 𝑡𝑗+1,2𝑘+1 is near to the even neighbor, 

then so should be the co-efficient which will be 

calculated using Eq. (3). 

 

𝑙𝑖𝑚
𝑢→𝑡𝑗,𝑘

𝑃𝑗(𝑢; 𝑡𝑗) ⋅ 𝑠𝑗 = 𝑠𝑗,𝑘                                     (3) 

 

Eq. (3) shows that 𝑃𝑗(𝑢; 𝑡𝑗 ) is not a smoothing 

operation whereas wavelet transforms use lifting 

schemes which are more complicated [12]. If the 

wavelet transform is used for performing easy 

prediction, then interpolating part has to be 

considered apart from completeness. Another part is 

to perform easy predictions for interpolating from 

completeness. Thus, another difference among multi-

scale local polynomial and wavelets transforms 

scales has to be considered at every decision level. 

The prediction operator in a wavelet transform 

follows the gap between the adjacent points in 𝑡𝑗 and 

makes use of a fixed number of factors from 𝑡𝑗 that is 

near to the point 𝑡
𝑗+1,𝑒′

. The local sample density is 

used in the scaling of the prediction operation. The 

lifting scheme in 2D desires a triangulation or a few 

other systems which relate to the neighbourhood. In 

the local polynomial transform, the fixed bandwidth 

of scale and neighbourhood leads to a more stable 

decomposition which makes implementation easy. 

The non-zero numbers in row 𝑘  of the prediction 

matrix 𝑃𝑗  relay on the adjacent factors within the 

bandwidth around 𝑡𝑗+1,2𝑘+1. A matrix 𝑃𝑗 has a fixed 

number of non-zeros in a wavelet transform [13].  

3.4 Ensemble empirical mode decomposition 

The true and physical solution to the EMD is not 

only the one without noise but should be designated 

with the ensemble mean. As more trials are 

performed, the more will be the addition of noises to 

the signal. The present research work uses EEMD for 

the proposed research as it is important for improving 

the noise characteristics statistically [14]. The scale 

separation of the EMD is utilized by EEMD and 

allows the EMD method as a truly dyadic filter bank 

for all data. The mode mixing problem can be 

eliminated in EEMD by adding finite noise and 

preserving the physical uniqueness of decomposition. 

Therefore, the improved technique of EMD is 

represented as EEMD. The proposed method implied 

a signal which is the same as that of the noisy dataset 

contained the components IMF. The EMD method is 

very adaptive and the decomposition is achieved 

from the data. Eq. (4) shows the proposed EMD 

approach decomposes the data into 𝑥(𝑡) decomposed 

into IMFs that are represented 𝑐𝑗 . 

 

𝑥(𝑡) = ∑ 𝑐𝑗
𝑛
𝑗=1 𝑟𝑛 + 𝑟𝑛                   (4) 

 

In which 𝑟𝑛  is the residue of data 𝑥(𝑡), after 𝑛 

quantity of IMFs is extracted. IMFs are easy 

oscillatory functions where frequency and amplitudes 

are varying. 

The data amalgamation includes the signal and 

noise and thus the measurement of accuracy is needed 

for the powerful approach to collect and separate the 

observed data as each of them contains the noise. The 

main idea is to generalize this ensemble thought and 

to introduce it into the dataset represented as 𝑥(𝑡)and 

the observation made will be improved with the 

experiment once repeated many times. The white 

noise is random and has possible random noise 

encountered for measurement. Eq. (5) shows the 

conditions of those artificial observations for 𝑖𝑡ℎ  turn 

will be as follows: 

 

𝑥𝑖(𝑡) = 𝑥(𝑡) + 𝑤𝑖(𝑡)                 (5) 
White noise 𝑤𝑖(𝑡)  is added to every 𝑖𝑡ℎ 

observation results with a smaller signal-to-noise 

ratio but a uniform distributed scale is provided to 

EMD. Decomposition is not affected and mode 

mixing is avoided by enhancing EMD (EEMD)  
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           (a)                                                                                  (b) 

 
           (c)                                                                                  (d) 

Figure. 4 The ECG signals obtained by using: (a) MLPT denoising approach for patient record number 100, (b) EEMD 

denoising approach for patient record number 100, (c)MLPT  denoising approach for patient record number 103, and (d) 

EEMD denoising approach for patient record number 103 

 

technique [15]. 

The procedure of the proposed EEMD is as 

follows: 

1. The targeted data is added with a series of 

white noise 

2. Added white noise to decompose with the 

data into IMFs; 

3. The first and second steps are repeated 

simultaneously, but with distinct white noise 

series at each time; and 

4. The final result can be obtained by the 

(ensemble) means of IMFs corresponding to 

the decomposition 

The Fig. 4 (a) MLPT denoising approach for 

patient record number 100 Fig. 4 (b) EEMD 

denoising approach for patient record number 100 

Fig. 4 (c) MLPT denoising approach for patient 

record number 103 Fig. 4 (d) EEMD denoising 

approach for patient record number 103.  

EEMD utilizes various decomposition techniques 

as it adds white noise series that will decompose the 

data and will cancel the final mean of IMFs. The 

dyadic filter windows formed by mean IMFs reduces 

the chances of mode mixing. Fig. 3 shows the ECG 

signals obtained by using the MLPT denoising 

approach and EEMD denoising approach. 

The EEMD will be implemented by the addition 

of white noise for the original data that has an 

amplitude of 0.1 of Standard Deviation is as shown 

in Fig. 4. The low-frequency components are 

determined but the high-frequency components will 

be hidden in the noise. The ensemble members were 

increased with numbers when the intermittent signals 

having higher frequency dominated. This intermittent 

signal resides under two EEMD components. This is 

due to neighboring IMFs' average spectra component 

overlapping the white noise components. Therefore, 

the mixture must obtain 2 adjutant components that 

form IMF and will check orthogonality conditions. If 

the condition for 2 IMF components grossly results in 

unorthogonal signal, then a single IMF with 2 

components will be combined. The Fig. 5 shows the 

ECG signals obtained by using hybrid MLTP-EEMD 

denoising approach Fig. 5 (a) for patient record 

number 100 Fig. 5 (b) for patient record number 103. 

This will result from EEMD to improve the 

extraction of data from the signals showed major 

enhancement in developing EMD technique for 

denoising. 

4. Results and Discussions  

The proposed hybrid denoising model was used 

for removing the noise and thus improved the   
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(a)                                                                           (b) 

Figure. 5 The ECG signals obtained by using hybrid MLTP-EEMD denoising approach: (a) for patient record number 

100 and (b) for patient record number 103 

 

efficiency of the proposed model. The present 

research work utilizes MATLAB 2018a operating in 

i5 core processor. The present result section is 

divided into quantitative analysis and comparative 

analysis. The performance measures are used for 

evaluating the classification results using the 

following. 

4.1 Performance measures 

The results are evaluated in terms of mean 

squared error (MSE), signal to noise ratio (SNR), 

peak signal to noise ratio (PSNR). The mathematical 

expressions for all the performance measures are 

shown in Eqs. (6-8). 

 

𝑀𝑆𝐸 =  
1

𝑛
∑ (𝑦 − �̂�)𝑛

𝑖=1    (6) 

 

𝑆𝑁𝑅 =
𝑃𝑠𝑖𝑔𝑛𝑎𝑙

𝑃𝑛𝑜𝑖𝑠𝑒
               (7) 

 
𝑃𝑆𝑁𝑅 = 20 ⋅ 𝑙𝑜𝑔10(𝑀𝐴𝑋𝐼) − 10 ⋅ 𝑙𝑜𝑔10(𝑀𝑆𝐸)  

                                                                           (8) 

4.2 Quantitative analysis 

The present research work obtains the results that 

are evaluated in terms of MSE, PSNR, SNR. The 

results are shown for different ECG record samples 

obtained from MIT BTH for 7 different patients 

whose ECG records are 100, 103, 104, 105, 106, 115, 

and 215. The denoising methods such as MLPT, 

EMD are compared with the proposed hybrid MLPT-

EEMD model. The existing models showed higher 

MSE values compared to the proposed hybrid model. 

Similarly, the SNR and PSNR values were improved 

in the proposed hybrid model when compared to the 

existing models. Table 1 shows the MSE, SNR, and 

PSNR values with respect to the patient ECG record 

numbers 100,103,104,105,106, 115 and 215.  

4.3 Comparative analysis 

The existing models showed more MSE values 

compared to the proposed hybrid model. Similarly, 

the SNR and PSNR values were improved in the 

proposed hybrid model when compared to the 

existing models. Table 2 shows the MSE, SNR, and 

PSNR values to the patient ECG record number 

average values. The results showed that the proposed 

hybrid MLPT-EEMD obtained MSE values of 

0.009161 and SNR values of 25.9307 and MSE of 

0.0012 better. Similarly, with respect to 10 dB noise, 

the PSNR was obtained as 31.06 dB and MSE of 

0.0012 better when compared to the existing 

empirical mode decomposition technique that 

achieved lesser MSE and SNR values of 0.0024 and 

5.43 dB. The CNN with modified elman neural 

network obtained MSE value of 0.0169 but the model 

was not reliable with respect to computation cost 

assessed various normal and abnormal ECG signals 

selected was reduced reliability. Whereas, the 

S-Transform based Time–Frequency filtering 

approach obtained SNR of 13.82 and MSE of 0.0287 

that failed to reject high frequency noises and also to 

preserve the QRS complex. 

5. Conclusion 

This paper proposes an effective ECG denoising 

method based on a hybrid MLPT-EEMD transform 

model. The proposed work combines multi-scale 

local polynomial transform and ensemble Empirical 

mode decomposition to determine the order of IMFs 

and denoise the signal. In the traditional EMD 

denoising method, initially, the IMF components 

were discarded to remove high-frequency noises. 

Due to this, significant information was discarded 

and failed to achieve complete denoising. The 

robustness of the proposed denoising method is  
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Table 1. The MSE, SNR, and PSNR values with respect to the patient ECG record number 100,103,104,105,106, 115 and 

215 added with white gaussian noise (20dB). 

Patient 

Record No. 
Methodology MSE SNR(dB) PSNR (dB) 

100 MLPT 0.0012 31.24 29.20 

EMD 0.0244 17.27 16.13 

HYBRID MLPT-EEMD 0.0004 36.37 34.02 

103 MLPT 0.0132 22.47 18.82 

EMD 0.0874 13.1 10.63 

HYBRID 0.0044 27.84 23.88 

104 MLPT 0.0350 16.26 14.55 

EMD 0.1297 9.250 8.887 

HYBRID MLPT-EEMD 0.0140 22.84 20.42 

105 MLPT 0.0475 14.28 13.22 

EMD 0.0864 11.04 10.63 

HYBRID MLPT-EEMD 0.0265 17.46 15.94 

106 MLPT 0.0292 18.94 15.34 

EMD 0.3441 5.382 4.632 

HYBRID MLPT-EEMD 0.0042 28.26 23.72 

115 MLPT 0.0128 22.62 18.92 

EMD 0.3080 5.811 5.113 

HYBRID 0.0077 25.80 21.12 

215 MLPT 0.0082 21.84 20.81 

EMD 0.0209 17.31 16.79 

HYBRID 0.0066 22.93 21.79 

Table 2. Comparative analysis 

Authors 
White Gaussian noise 

(dB) 
Method 

SNR 

(dB) 
MSE 

Wang, J., [11] 20 
Convolutional And Modified Elman Neural 

Network 
- 0.0169 

Dengyong 

Zhang [13] 
20 EMD 5.43 0.0024 

Ankita Mishra 

[14] 
10 

S-Transform Based Time–Frequency Filtering 

Approach 
13.82 0.0287 

Proposed 
10 

Hybrid MLPT-EEMD 
31.06 0.0007 

20 25.93 0.0012 

 

proved by adding white Gaussian noise to each data 

series. The results of the hybrid MLPT-EEMD 

technique give better SNR values when compared to 

the existing empirical mode decomposition technique. 

The proposed hybrid MLPT-EEMD obtained SNR 

values of 25.93 dB better compared to the existing 

empirical mode decomposition technique (EMD) of 

5.43dB, EMD with adaptive switching mean filter 

obtained 9.135 dB and S-Transform based Time–

Frequency filtering approach obtained 13.82 dB. 

However, noise properties were continuous and 

required a model built from scratch. Building such a 

model creates room for readjustment and fine-tuning. 

Thus, in the future, a model should be built to 

overcome the computation space and time issues.  
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