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Abstract: The image vectorization based on geometrical contour representation is an active research topic. It 

involves approximating the contour of the objects inside the image using geometrical definition or estimation. 

Typical approach of estimating the parameters of the geometrical model is fitting-based estimation. However, the 

noise that exists in the image causes degradation in the performance. In order to overcome this degradation, we 

propose integrating evolutionary based optimization. In this article, the design of the operators of the genetic 

optimization for improving the contour detection results of segments-based estimation of the contour is proposed. 

The operator includes both crossover and mutation. The evaluation shows that Structural Similarity Index Metrics 

(SSIM) measure has increased after applying it from 0.64 to 0.77 on UEC Food 100 Dataset and from 0.54 to 0.66 

after applying it to UEC Food 256 Dataset.  
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1. Introduction 

The process of splitting a digital image into 

numerous segments or pixels is known as image 

vectorization (IV) [1]. The goal of IV is to provide 

a simple representation of the image that has a 

strong meaning and can be easily examined [2, 3]. 

IV can also assign a label to each pixel in the image, 

and pixels with the same label will have similar 

properties [4]. IV has the capacity to locate objects 

and boundaries in images, such as lines and curves. 

A part of the functions of IV is the boundary 

detection or the contour splitting [5].  

The IV produces a series of segments that can 

be used to cover the entire image. IV has gotten a 

lot of interest in recent decades since it may be used 

to solve a variety of problems, including object 

detection [6], occlusion boundary estimate in 

motion or stereo systems [7], image compression 

[8], picture editing [9] and more. Color IV is a 

different type of IV that divides a chromatic image 

into homogenous and related sections based on 

color, texture, and their combination [10]. 

Optimization is an essential process for 

increasing the performance of many algorithms 

[11]. One category of the optimization algorithms is 

the meta-heuristic searching optimization [12]. It 

operates based on generating random solutions and 

improving using heuristics until reaching the 

optimal solution. Meta-heuristic algorithms are 

categorized under two categories: the first one is 

evolutionary [13, 14], and the second one is swarm 

[15]. The concept of evolutionary algorithms is to 

develop the solutions based on mating process that 

generates new generation from current one based 

on crossover and mutation [16]. The concept of 

swarm algorithms is to develop the solutions based 

on moving the solutions toward a best solution 

using moving operator. In both evolutionary and 

swarm algorithm mutation is used to enable an 

avoidance of local minima [17]. In this article we 

are interested in improving the contour detection by 

developing evolutionary algorithm. The design of 

the solution, the objective function and the 

operators of genetic is done for this purpose. The 

genetic optimization (GA) is incorporated inside a 

geometrical based contour detection named 

orientation map. We select GA because of its 

effectiveness in performing optimization based on 

evolutionary searching. In addition, the crossover 
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and mutation in GA are subject to modification 

based on the application need. The following is 

how the rest of the article is organized. The 

literature review is included in section 2. Next, 

section 3 provides the methodology. Afterwards, 

the experimental evaluation is given in section 4. 

Lastly, section 5 concludes with a conclusion and 

recommendations for future work. 

2. Contributions  

This article provides several contributions, we 

present them as follows:  

 

1. It uses straight lines based contour fitting as a 

mathematical model for objects vectorization in 

images. The algorithm provides a simple but 

efficient vectorization.  

2. It uses genetic algorithm for improving the 

effectiveness of the provided algorithm by using 

the slops of the straight lines as decision 

variables in the chromosome design.  

3. It suggests as an objective function for the 

genetic   the sum of distances among each 

corrupted line segment and the two adjacent line 

segments in the object contour.  

4. It provides a thorough evaluation based on 

comparing the image after vectorization and the 

original raster images using Structural Similarity 

Index Metrics (SSIM).  

3. Literature survey 

The literature contains numerous approaches for 

contour vectorization. A contour vectorization 

comprising of two primary phases has been devised 

by [18]. The first is to use the intensity step to 

extract the image’s level set contours, which 

defines the intensity fluctuations between two 

consecutive intensity levels. After that, 

polygonalization algorithms can extract and pick 

the geometric information. The vectorial picture 

reconstruction from these contours is then carried 

out. A method for vectorization of such inputs 

specifically designed to coincide with human 

perception was proposed in the work of [19]. The 

method is based on a simultaneous spline fitting 

and corner detection method that combines learning 

metric with perception-driven algorithmic 

discontinuity analysis to approximate human 

perception of boundary discontinuities on raster 

inputs. Local cues provided by the learned metric 

are balanced with global cues produced by 

balancing simplicity and continuity expectations in 

the final technique. The method connects the 

corners using simple, continuous curves that 

capture input regularities, given the finalised set of 

corners. An algorithm for generating a PDF 

containing vectorized text symbols and drawing 

images from scanned documents was developed by 

[20]. Segmentation of the document into 

text/drawing areas and backdrop, translation of 

symbols to sequences of lines and bezier curves, 

and storage of the compressed background and 

foreground in PDF format are all part of the multi-

stage approach. Vectorization technique based on 

trainable COSFIRE filters for the detection of 

junction points and subsequent tracing of line 

pathways to construct a topology graph as a 

representation of the sketched object shape has 

been created in the study [21]. A vectorization 

approach that uses mesh colours as a vector 

primitive for image vectorization was published in 

the work of [22]. Mesh colours have been found to 

improve rendering performance and texture detail. 

They also enable a simpler and more efficient 

construction of meshes of curved triangular patches, 

which are constrained in this case by the picture 

feature extraction algorithm, due to their flexibility. 

In the work of [23] object shape detection using a 

technique based on hough transform introduced. 

The algorithm performs hough transform for circle 

fitting for circle model where the goal is to detect 

the center and the radius of the best circle. Each 

circle is corresponding to one berry. Some 

researchers have incorporated optimization 

approaches for correction of contour detection. The 

authors in [24] have been used a computational 

model to detected orientation of the contour in the 

objects and eliminate the insignificant elements. 

The orientation map provides an analytical 

representation of the image information instead of 

pixel representation. This application has some 

problems with outliers and discontinuity. It is 

meant by outliers any additional short line to the 

object contour while it is meant by discontinuity 

any corrupted short line because of wrong 

parameters. In [25], the researchers used a genetic 

algorithm to solve combination optimization 

problems of contour features that were extracted 

using a contour feature with a new kind of gene 

encoding based on graph structure, while [26] 

employed a graph-based genetic representation and 

improved genetic procedures to combine short line 

segments into lengthy contour lines. This is a 

simplified version of the approach. Short line 

segments are incorporated into large line segments 

using this GA-method; however, it does solve the 

fragments that occur between the lines. In the work 

of [27] using deleting, joining, and fitting, a method  
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Figure. 1 Steps of an enhanced orientation map 

 

for obtaining closed object outlines was developed. 

To begin, pre-processing processes are used to 

generate a set of contour segments from an image. 

Second, an eight-neighborhood discriminant is 

recommended for identifying and removing non-

target curve portions. Finally, to link the fractured 

curve segments to produce a closed object contour, 

a connection algorithm based on closeness and 

continuity of closed contours is proposed. Finally, 

to make the closed object contour more consistent 

with the item's genuine contour, a B-spline curve-

fitting approach is presented. The authors put their 

method to the test using a variety of images. There 

are still some limitations for the method, such as 

the appropriate values of some parameters should 

be present through experiments. 

Overall, it is found that vectorization of images 

is a research topic and it has been performed by 

various mathematical and geometric models. 

However, least work has exploited the usage of 

optimization algorithm for obtaining effective and 

efficient vectorization. Lacking of optimization of 

causes degradation in the performance and 

sensitivity to the parameters.  

4. Methodology 

This section presents the developed 

methodology for this article. It starts with 

presenting the orientation map as input. Next, we 

provide the outliers removal. Afterwards, the 

optimization is presented. Lastly, we get the 

corrected orientation map image as output. A 

diagram of the developed methodology is Fig. 1. 

4.1 Problem definition  

Assuming that we have a pixel image that 

contains one or multiple objectives. The goal is 

convert the control of the objects inside the image 

to geometrical representation that enables restoring 

the content of the image with minimum differences 

between the original image and the geometrically 

described image. For this goal, we use a 

geometrical model named orientation map.  

4.2 Orientation map 

The orientation map [24] is a geometrical based 

representation using fitting approach. The fitting is 

performed on each small segment of the contour by 

estimating two parameters, namely, the angle and 

the offset. A vector of the two parameters for each 

small segment is presented to the evolutionary 

based optimization algorithm that is elaborated in 

the subsequent phases. 

4.3 Outliers removal  

Outliers need to be removed before feeding the 

image to the remaining blocks of recognition. In 

removing the first type of outliers from the 

orientation map image, the image is checked first to 

find short lines for different nodes that shape the 

line segments. Line segment below the threshold in 

terms of number of pixels requirement are then 

eliminated from the image. The image is converted 

to small lines according to the pixels that exist 

inside the sub-window. Before converting any sub-

window to small lines, the number of pixels inside 

the sub-window is examined. Then, every set of 

connected small lines segments are converted to 

straight lines in case the number is more than the 

pre-defined threshold  𝑁𝑝𝑟𝑒.  

A search process within adjacent subgraphs is 

performed to find closed contours and remove 

outliers of the second type. A contour is defined as 

“closed” if the distance d between two adjacent 

nodes in the contour is less than the threshold of 

connectivity  𝑇𝑐𝑜𝑛 . If d is greater than  𝑇𝑐𝑜𝑛 , then 

the nodes are removed. Hence, the unnecessary 

lines attached to the contour are removed. The 

procedure for this method is presented in algorithm 

1. The algorithm indicates that the goal of the 

function find “ConnectedGraphs” is to find the 

graph representation of the orientation map image. 

The graph representation is given as list of graphs 

with each graph a connected one. 

4.4 Genetic-based optimization on orientation 

map 

Wrong orientation is defined as a discontinuity 

(wrong slop of lines). A GA has been introduced to 

address the problem of wrong orientations. GA is a 

type of meta-heuristic optimization approach. 

Meta-heuristic refers to a nature-inspired approach  
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Algorithm 1  Removing outliers from the output of the original orientation map [24] 

Define:     𝑵𝒑𝒓𝒆                 //Pre chosen number 

                    𝒅                //Distance between two adjacent nodes 

   𝑻𝒄𝒐𝒏                //Threshold of connectivity 

Input:        𝑰𝒎                     //Orientation map image 

Output: Corrected Orient map Image  

Begin 

1. GraphsList=Find_ConnectedGraphs(Im)    // This function extracts connected graphs and the number  

                                               of nodes and copies them in GraphList 

2. For i=1:length(GraphList) 

3. If(GraphList(i).Number< 𝑵𝒑𝒓𝒆)          //Type 1 of error  

4.      GraphList(i).Delete() 

5. Endif 

6. EndFor 

7. For i=1:length(GraphList) 

8.  G= GraphsList(i); 

9.  For j=1: G.Number 

10. d=Dist(GraphList(j), GraphList(j+1)); 

11.  If(d) > 𝑻𝒄𝒐𝒏)                //Type 2 of error  

12.      GraphList.Add(G(1:j)) 

13.  GraphList.Add(G(j+1:end)) 

14. End If 

15.                 EndFor 

16. EndFor 

End 
 

 

applied to find solutions for hard combinatorial 

optimization problems [28]. Therefore, the GA 

optimization approach is used to search the solution 

space for the best solution among wide range of 

candidate solutions. 

In the context of the orientation map, the sub-

windows were converted into representations of 

straight lines. Sub-window refers to a small portion 

of the image. However, the slope and offset of the 

straight line is not the best in terms of the global 

border representation of the object. Changing the 

slope and the offset will result in a more fitting line 

to the border of the object of the item. However, 

many possibilities of changing the lines to obtain 

the best representation of the borders of the items 

exist. Searching for the best possibilities is a type of 

optimization problem that can be solved using 

optimization approaches.  In the next subsections, 

the genetic chromosome encoding, objective 

function, crossover, and mutation for the genetic 

optimization in the present study are presented.  

4.4.1. Genetic chromosome encoding  

In a GA, a population of solutions or 

individuals is encoded in the form of chromosomes 

as shown in the Eq. (1). Individuals are initialized 

randomly from a large search space. This 

population is evolved from one generation to the 

other using the genetic processes of crossover, 

mutation and selection. The selection operation is 

based on an evolutionary function also known as 

objective function. The operations of selection, 

crossover and mutation are applied continually for 

individuals until the termination condition is 

satisfied or a fixed number of generations are 

reached (300 generation as shown in the present 

experiments). The termination condition is set when 

the fitness value is no longer improving. 

In the case of wrong orientations, the corrupted 

lines responsible for the discontinuity were first 

identified. Then, the slopes of the corrupted lines 

were assigned as chromosomes for the GA 

(encoding equation) as Eq. (1). 

 

𝐶ℎ𝑟𝑜𝑚𝑜𝑠𝑜𝑚𝑒 = (𝑘1, 𝑘2, … , 𝑘𝑚)                      (1) 
 

Where 𝑚  is the number of corrupted line 

segments, 𝑘1  the slope of the first corrupted line 

segment, 𝑘2  slope of the second corrupted line 

segment, and 𝑘𝑚  is the slope of the 𝑚𝑡ℎ corrupted 

line segment.  

4.4.2. Objective function  

The objective function is defined as the sum of 

distances among each corrupted line segment and 

the two adjacent line segments in the object contour 

as in Eq. (2). 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑑𝑖𝑠𝑡𝑆𝑢𝑚𝑖
𝑚
𝑖=1                (2) 
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Algorithm 2  solution space and objective function 

Input   Graph G  

           Population Size Ps 

            Number of Iteration N 

Output  Corrected Graph Gc  

Begin 

1: P=GenerateInitialPopulation()//P = Si, i=1,2, . Ps,Si=K(1),K(2),.K(G.NumberofNodes)where Si represents the solution 

2: For i=1:N 

       3:         For each Si from P        // calculating the fitness value  for each solution in the population  

4:               FitnessValue=0      // initialization of the fitness value with zero  

5:               For j=1:G.NumberofNodes-1   // for each node of thecorresponding solution  

6: FitnessValue= FitnessValue+MinDist(G(j),G(j+1),S(j),S(j+1))  

 7:                EndFor 

8:              S(i).AddFitness(FitnessValue)     // collecting the fittness values of the solution 

9:        EndFor  

 10:      Go to 2 

     11: EndFor  

End 
 

  

Algorithm 3  Distance function 
 

1:  Function Distance=MinDist(NodeA,NodeB,KA,KB) 

2:      NodeAc=ChangeSlope(NodeA,KA)               // change the slope of the straight line of the node  

3:      NodeBc=ChangeSlope(NodeB,KB)               // change the slope of the straight line of the node  

4:      Distance=CalDistance(NodeAc,NodeBc)      //the minimum distance between the two lines  

5:  End 

 

1: Function ChangeSlope(Node,m) 

2:     Node.slope=m 

3: End 

 

Where  distSum is defined as the sum of the 

distance between the corrupted line segment and 

the two adjacent line segments, i denotes the index 

and m  is the number of nodes. The algorithm 2 

presents the procedure for calculating the fitness 

values of the pool of solutions denoted by 

population Ps.  

4.4.3. Crossover operator 

The goal of the crossover is to combine two 

solutions from the pool of solutions to produce an 

offspring. The process is repeated until the 

generated number of solutions obtained is equal to 

the desired number of offspring in the new 

generation. Typically, a crossover is performed in a 

random manner without customization to the 

application nature. However, in this study, it can 

develop an application-dependent crossover that 

makes it more efficient in finding the solution. The 

combination of two solutions is based on the genes 

that represent the slopes of the straight lines, which 

increases its effectively in finding the optimal 

solution that corrects the orientation map. Another 

difference is that the crossover is based on either a 

one-point crossover or two-points, which adds more 

possibilities for generating better offspring. This 

method was selected because it performed an 

efficient search.  

The crossover is presented in Fig. 2 and shows 

two solutions each of which is composed of m 

segments as an example: 𝑆𝐴 = (𝑠1
𝑎, 𝑠2

𝑎 … 𝑠𝑚
𝑎) , 

𝑆𝐵 = (𝑠1
𝑏 , 𝑠2

𝑏 … 𝑠𝑚
𝑏). Each segment is connected 

to the next segment through a connection point as  
 

 
Figure. 2 One-point crossover 
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Algorithm 4 Crossover algorithm 

1:  Function [C1,C2]=Crossover(P1,P2) 

2:       M=Length(P1);             // length of the  chromosome   

3:        k=generateRandom(2,M-1)          // generate the point of cut  

4:        C1a=extract(P1,1,k)                    // extract the first part of the first  parent  

5:        C1b=extract(P2,k+1,M)             // extract the first part of  the second parent  

6:        C2a=extract(P1,1,k)                 // extract the second part of  the first parent  

7:        C2b=extract(P2,k+1,M)         // extract the second part of the second part  

8:        C1=[C1a C2b]                       // combining the first child  

9:        C2=[C2a C1b]                     // combining the second child  

10: End  

 

1: Function C=extract(P,Starting,Ending) 

2:     C=zeros(1, Ending-Starting+1)     //initialize the subpart  of the chromosome  

3:     For i=Starting:Ending  

4:       C(i)=P(i)                      // assign the subpart of the chromosome that starts with starting and ends with Ending  

5:     EndFor 

6: End  

 

𝑝1
𝑎 = 𝑐𝑝(𝑠1

𝑎𝑠2
𝑎) , where 𝑝1

𝑎  denotes the 

connection point between segments 𝑠1
𝑎  and 𝑠2

𝑎 . 

Similarly, 𝑝𝑖
𝑎 = 𝑐𝑝(𝑠𝑖

𝑎𝑠𝑖+1
𝑎)  denotes the 

connection point between segments 𝑠𝑖
𝑎  and 𝑠𝑖+1

𝑎. 
For five segments, the number of points as 𝑝𝑖

𝑎 , 𝑖 ∈
{1,2, … 𝑚 − 1}, where α and b are parents. 

Each of the solutions represents one parent. The 

goal of the crossover is to combine the two parents 

and produce a number of children, which is referred 

to as offspring.  

The algorithm applies for a single point 

crossover and for two-points crossovers. For a 

single point crossover, a random integer number 𝑘 

∈{2…m-1} that indicates the point of the cutting in 

the crossover operation is generated. Let us assume 

that this number is generated as k, which means the 

two parents will be decomposed into two parts: 

 

𝑆𝐴
1 = (𝑠1

𝑎, 𝑠2
𝑎, … , 𝑠𝑘

𝑎), 𝑆𝐴
2 = (𝑠𝑘+1

𝑎, … 𝑠𝑚
𝑎),

𝑆𝐵
1 = (𝑠1

𝑏, 𝑠2
𝑏, … , 𝑠𝑚

𝑏), 𝑆𝑏
2 = (𝑠𝑘+1

𝑏, … , 𝑠𝑚
𝑏),   

see Eq. (3) and Eq. (4). 

 

𝐶1 = (𝑠1
𝑎, 𝑠2

𝑎, … , 𝑠𝑘
𝑎, 𝑠𝑘+1

𝑏 , … , 𝑠𝑚
𝑏)               (3) 

 

𝐶2 = (𝑠1
𝑏, 𝑠2

𝑏, … , 𝑠𝑘
𝑏, 𝑠𝑘+1

𝑎, … , 𝑠𝑚
𝑎)               (4) 

 

The crossover operation is denoted as ⊕^1, 

thus, for a single point crossover as Eq. (5). 

 

𝑆𝐴 ⊕1 𝑆𝐵 = {𝐶1, 𝐶2}                                      (5) 

 

The same crossover operation can be done 

using a two-points crossover, in such case Eq. (6). 

 

𝑆𝐴 ⊕2 𝑆𝐵 = {𝐶1, 𝐶2, 𝐶3, 𝐶4}                           (6) 

The pseudo code of the crossover algorithm is 

presented in algorithm 4. The algorithm starts by 

generating a random number that represents the 

partitioning point. Once the number is generated, 

the parts of the offspring are extracted using the 

function called extract (P, Starting, Ending). The 

function copies only the genes corresponding to the 

indices between the starting and the ending to 

combine a possible part of the new child. Once the 

parts are generated, they will be combined because 

each child includes two parts, one from each parent 

while preserving the constraint that the length of 

the child is the same as the length of the parent.  

In the classical crossover, the value of the 

chromosome represents any number while in the 

present study, it represents a slope. Four possible 

cases of the offspring can be observed when one-

point crossover is used and nine possible cases 

when two-point crossover is used.  

4.4.4. Mutation  

The goal of the mutation is to select the 

percentage of solutions in the generation and to 

change the selected parts of their genes to add more 

exploration in the solution space, thereby enabling 

the searching algorithm to have both an exploration 

and exploitation. In this study, it can be assumed 

that there is a solution 𝑆𝐴 = (𝑠1
𝑎, 𝑠2

𝑎 … 𝑠𝑚
𝑎). This 

solution can be mutated by selecting k genes and 

changing them according to the probability density 

function as in Eq. (7). 

 

𝑀(𝑠𝑖
𝑎) = 𝑥, where 𝑥~ 𝑁(𝑠𝑖

𝑎 , 𝜎)                 (7) 

 
Where 𝑁 indicates to normal distribution, 𝜎   
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 Algorithm 5  Mutation algorithm 

1:  M=Mutation(C) 

2:   Start 

3:   Define SIGMA          // standard deviation of the mutation    

4:   M=Length(C)           // length of the chromosome that will be mutated    

5:   k=generateRandom(1,M) // index of the gene that will be changed inside the chromosome,  random is uniform      

distribution  

6:   C(k)=generateRandomNormal(C(k),SIGMA)   // generate the new gene according to normal distribution 

7:   End  

 
denotes standard deviation, the higher value of σ 

implies more exploration, 𝑀  denotes mutation 

operation and 𝑥  is the value of the gene after 

mutation. 
In the present study, the mutation is performed 

using the probabilistic approach that changes the 

genes according to normal distribution and 

preserves the main shape of the contour, thereby 

providing more opportunities for the defects inside 

it to be improved. In the traditional mutation, the 

changed value of the gene can be replaced with any 

new value inside the valid range. While in this 

study, the changed value is replaced by a random 

number that follows a normal distribution with the 

old one being the expected value and standard 

deviation is that which was determined previously. 

This step prevents the corruption of the contour 

with big changes in the slopes of the segments 

because the goal is to perform tiny changes to 

correct the contour. The pseudo code of the 

mutation is presented in algorithm 5. 

5. Experimental evaluation and results  

The setting of the GA parameters is introduced 

in table 1, before the experimental results are 

shown. The selection of the parameters was 

performed using a trial and error method. 

Intensive evaluation of the proposed algorithm 

was undertaken, and various types of images were 

used for evaluation as presented in the datasets. 

This experiment used two datasets, UEC100 images 

[29] and UEC256 [30]. 

 
Table 1. Configuration of parameters for GA 

Parameters Value 

Chromosome type  Continues  

Chromosome variable 

Population size 50 

Crossover probability 0.8 

Selection method Roulette wheel 

Mutation probability   0.1 

Structural similarity index metrics (SSIM) is 

used to measure the similarity between two images, 

ground truth a and segmented b of common size 

[31] as Eq. (8). 

 

𝑆𝑆𝐼𝑀(𝑎, 𝑏) =
(2𝜇𝑎𝜇𝑏  + 𝐶1)(2𝜎𝑎𝑏 +𝐶2)

(𝜇𝑎
2+𝜇𝑏  

2 + 𝐶1)(𝜎𝑎
2+𝜎𝑏  

2 + 𝐶2)
          (8) 

 

Where: 𝜇  denotes to an average of   𝑎 and  𝑏; 
𝜎𝑎 

2  refers to variance of a,  𝜎𝑏 
2  is variance of b,

𝜎𝑎𝑏  denotes to the covariance  𝑎 and 𝑏 and 

𝐶1  and 𝐶2  are two positive constants to avoid a 

null denominator. 

The proposed algorithm was applied on two 

common datasets, namely, UEC food 100 and UEC 

food 256. Examples of the visual results of 

connected food items from UEC food 100 dataset 

are presented in table 2. The images contain 

different types of food with different color, shape, 

texture, size and arrangement well as various plates, 

background, and illuminations. The images were 

captured from various perspectives. The table 

shows a raw image in the first column, ground truth 

produces in second column. The third column 

shows the orientation map image. Image after 

removing outliers and discontinuity can show in 

fourth and fifth column. Removing outliers and 

discontinuity are the results of the proposed method. 

In this study, it is noticed that some results of the 

orientation map have failed in identifying the 

boundary of some items like the white items (rice) 

in images No. 2. The reason is the similarity in 

color to the plate color. Considering that orientation 

map is used only to assist contour detection, it is 

adequate to detection the spot in the plate where the 

items exits even if some items were not detected 

because the optimization process of energy in the 

active contour will play the role in identifying the 

rest of items. Also, it can be seen in images 1 and 3, 

the algorithm cannot detect internal boundaries 

between items. Another observation is that the 

removing of outliers in second column and  
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Figure. 3 SSIM results of the proposed method and 

method in [24] for UEC Food 100 

 
Figure. 4 SSIM results of the proposed method and 

method in [24] for UEC Food 256 dataset 

 

Table 2. Visual comparison between the proposed algorithm and the algorithm [24] on UEC food 100 dataset 

Raw image Ground truth  

image 

Orientation map 

image [24] 

Proposed algorithm 

Post processing Evolutionary enhanced 

 

 

  

  

  

 
 

  

 

 
 

 

  

 

removing discontinuity in the third column has 

played a significant role in correcting the 

boundaries of the detected food items. 

Observing, Fig. 3 which shows the SSIM 

measure between the orientation map in [24] and 

the ground truth in one side, and between the 

orientation map after enhancement (proposed 

method) and the ground truth on the other side. It is 

obvious that the enhancement has increased the 

SSIM from 0.64 to 0.77 which is a good 

improvement. For UEC food 256 dataset, as can be 

seen in table 3, results of 3 images of different 

connected items visually. It is presents ground truth 

of raw image, then result of orientation map image 

[24]. Also, presents the image after removing 

outliers and discontinuity. From the table it is 

noticed that orientation map was acceptable 

separated between connected food items as images 

1 and 2, while, in another image hasn’t achieved. 

However, the results indicate the enhanced 

orientation map method is more reliable and higher 

in robustness. 

Fig. 4 presents the SSIM measure between the 

orientation map in [24] and proposed method.  It is 

obvious that the best enhancement of the SSIM 

from 0.54 to 0.68 which is a good improvement. 

6. Conclusion and future works 

In this article, an evolutionary algorithm has 

been designed for enabling optimization of 

geometrical based contour detection. The algorithm 

has been applied to segments-based contour 

estimation for food images. The design has 

included the chromosome representation, objective 

function calculation, and two genetic namely, 

crossover and mutation. The evaluation was  
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Table 3. Visual comparison between the proposed algorithm and the algorithm [24] on UEC food 100 dataset 

Raw image Ground truth 

 image 

Orientation map 

image [24]  

Proposed algorithm 

Post-processing Evolutionary enhanced 
 

 
 

 

  

 

 
 

  

 

 

  

 

 

 

 

conducted on two food datasets, namely, UEC food 

100 and UEC food 256 dataset. The evaluation has 

shown an increase of SSIM measure from 0.54 to 

0.66 and from 0.64 to 0.77 for UEC food 256 and 

UEC food 100 respectively. Future work is to 

generalize this algorithm on other types of 

geometrical based contour detection. 
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