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Abstract: Arrhythmia identification using electrocardiograms (ECGs) is a critical component of biomedical signal 

processing and pattern recognition. The classification of ECG arrhythmias is presented in this article using features 

extracted from the Extreme Value distributor of the probability density function (PDF), also training model built using 

the Alexnet architecture of a conventional neural network (CNN). A continuous wavelet transform (CWT) was used to 

convert the features space to a two- dimensional image. Additionally, a comparison of the two approaches was 

conducted. In the first case, we used CWT to convert ECG data to two-dimensional images. In the second case, features 

were extracted from PDF files and converted to the image domain using a CWT. With a learning rate of 0.001 and 

batch size of 250, the accuracy of tests was 98.67 %. The results indicated that the proposed method is more accurate 

than the conventional method when it comes to feature extraction. 
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1. Introduction 

In recent decades, many methods have been used 

to diagnose cases of electrocardiography (ECG), 

which allows the observation and recording of 

electrical activities during heart operations using 

leads located around the heart. Doctors can identify 

persons with cases of cardiac arrhythmia by 

observing the ECG records. In addition, the diagnosis 

of heart activities based on a feature from a signal 

helps the doctors significantly [1]. Lately, deep 

neural networks get high interest in biomedical signal 

processing implementation and applications for 

analysis. The concept of deep learning is merges 

ideas from neuroscience and environmental, statistics, 

arithmetic, and physics, to make computers learn of 

given data to be smart enough to take an action (s). 

One of deep learning algorithm is convolutional 

neural network (CNN) and can applying an ECG data 

as a 1D vector to a CNN without preprocessing or 

feature selection. Also, the input of CNN designed to 

process an image data, for this case, our proposed 

work prepared data as 2D to each high accuracy. In 

[2], two scenarios were designed for comparing 

different dataset (set1=7 classes, set2=11) using 

DNN model, the accuracy belong to the first set (7 

classes) is 92.24 % and accuracy belonging to the 

second set (11 classes) is 96.13 %, comparing to our 

work, the method proposed in our work during a 

feature normalization is based on probability density 

function (PDF) for and then apply continuous 

wavelet transform (CWT) to convert feature from 1D 

to image spectrogram domain, the accuracy is 98.67. 

In [3], method block-based neural networks have 

been applied and optimized, working for ECG 

heartbeat cases pattern classification, and compared 

to our proposed work, a CNN configured with 

different sets of batch size and learning rate. 1-D 

CNN method has been applied for classification ECG 

classes in [4], compared to our work, 1D feature has 

been converted to 2D image spectrogram based on 

CWT. In [5], a new SoftMax layer has been added 

over the hidden layer, which is deep neural network 

method, where the labelling for classes of ECG in the 
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test record during the iteration and applying this data 

to modifying the DNN weights, and the other 9-layers 

of CNN has been justified to classify 1-D ECG 

arrhythmias in [6], by setting number of layers within 

CNN, a training processing take more time and this 

compared to our work by set the size of CNN layer to 

3 which has less time of processing during training in 

[7], they evaluate ECG classification by combining 

both RNN and CNN where the number of classes of 

ECG is 5, they proposed ECG classification by 

combined both RNN and CNN where the number of 

classes of ECG is 5. This work focus on one 

cardiovascular disease, arrhythmia, where the heart 

signs diseases were complex and varied. In [8] RBF 

in NN parameters had optimized based on cuckoo 

search algorithm after converting 1D ECG signal to 

2D spectrogram based on CWT, and the dataset of 

12100 recorded beats, the implemented algorithms 

accomplished of distinguishing of 2 classes which are 

normal and abnormal beats where the accuracy is 

98.32 and compared to our work the number of 

classes is (3) and accuracy is 98.67. In [9] proposed 

noise removal by applying a wavelet algorithm 

followed by transforming 1D to 2D by using CWT, 

where the accuracy reached 97.38 % and 99.02 % 

respectively for 1D and 2D, in this work, many stages 

of processing consuming resources such as processer 

and memory, in our work, PDF function has basic 

math operations and to consuming high processing 

and space in memory. In [10], Two approaches were 

used in this study. The first approach is based on ECG 

data in the time-series domain and the spectrogram 

(2D) image, and the number of layers set within CNN 

is 15 layers where this consuming processor and 

memory resources during training. In [11] a new 

technique for detecting seizures in epileptic based on 

ECG signal. The features extract from the ECG signal 

are spectral analysis means of absolute deviation of 

fast fourier transform coefficients and spectral 

entropy. The accuracy of this work is 94.2 %, this 

work focus on epilepsy case and compared to our 

work; three cases of ECG taken and the result is 

98.67 % in [12] noise removal in ECG signal using 

independent component analysis (ICA) with different 

capabilities comparisons had been studied in this 

paper. The metric used is signal to noise ratio (SNR), 

and this work has only focus on comparisons methods 

of noise removal of ECG signal, where our work has 

classification of ECG cases.  

The proposed work focuses on increasing the 

performance during the classification of the ECG 

signals. The data has been obtained by the MIT-BIH 

arrhythmia database based on using PDF as a new 

feature of ECG data and which this function of 

statistics operation produced accurate in prediction of 

ECG signal (variable and continuous data), and this 

method is applied for all records in the dataset. The 

feature of PDF is a 1D vector, and for preparation as 

input to CNN, the data may be a 2D vector. In this 

case, the CWT is applied as transformer data from 1-

D to 2-D, and the result is illustrated as a spectrogram 

image. The last phase of work is postprocessing, 

where the training and validation procedure is applied, 

and one of the deep learning techniques is used called 

CNN with pre-trained architecture named Alexnet. 

Finally, the confusion matrix is used to measure the 

performance of the conventional and proposed 

methods. 

2. ECG dataset 

The MIT-BIH database of ECG recorded signals 

from PhysioNet has depended on many approaches 

involving analyzing ECG signals [13]. The structure 

of the database contains two files, the first file 

represents the data of ECG, and the second one 

contains the list of labels. The total number of 

samples is 192 for three classes; the first class ARR 

has 96 samples, CHF 30 samples, and NSR 35 

samples. Each signal sample has a length of data 

65536. In this work, 30 records are taken from each 

class with full length, which is 65536. ARR is an 

irregular sequence of heartbeats, may beat is fast, or 

slow, CHF is occurring if the heart muscle not 

pumping blood normally, and NSR is a rhythm that 

defines the rhythm of the healthy heart of a human. 

3. Feature extraction based on PDF 

In this work, the PDF method is applied during 

the preprocessing of the ECG signal. The PDF is 

considered as a statistical method that describes the 

relative possibility for the vector to take on a given 

value. The PDF is typically associated with a 

continuous invariant vector to fall under a specific 

region is found by the integral of this variable’s 

density over the region [14]. 

4. Extreme value distribution function 

The extreme value function comprises parameters, 

model description, and sample data for a distribution 

probability of extreme value. The function of the 

extreme value distribution is used to model the 

smallest or largest value amongst a part over-sized 

number of random values that make measurements or 

observations that are similarly distributed. The 

distribution of extreme values is suited for modeling 

the minimum values from a distribution where tails 

descents exponentially fast, working as the normal 

distribution. Besides, this function considers negative 
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values of the original values despite the maximum 

distribution value, such as regular or exponential 

distribution functions [15]. The equation below 

describes a probability density function for the 

extreme value distribution with the scale parameter σ 

and location parameter μ. 

 

𝑓(𝑥|𝜇ˎ𝜎) = 𝜎−1 exp (
𝑥−𝜇

𝜎
) exp (− exp (

𝑥−𝜇

𝜎
))   (1) 

 

Where x is data, 𝝁 is the mean of x, and 𝝈 is the 

standard deviation of x. 

5. 1-D vector to 2-D using CWT 

Continues wavelet transform (CWT) is used as 

diagnostic wavelets. CWT take action arithmetically 

on all scales [21]. In case of high domain of data the 

scale of the low frequency noises show that the strong 

correlation. In case of the low domain of data of the 

scale of the high frequency noises show that the 

strong correlation. 

Complex-valued time/frequency contained filters 

with threshold support on negative values appear in 

the frequencies domain and provide the basis for a 

strong analysis of analog signals [16]. 

 

𝑊Ψ(𝑡, 𝑠) = ∫
1

𝑠𝑛 Ψ∗ (
𝜏−𝑡

𝑠
) 𝑥(𝜏)𝑑𝜏

∞

−∞
            (2) 

 

The CWT set of bandpass operations with the 

scaling values as normalization n=1, or as a set of 

projections with 𝑛 = 1/2 and has indexed by the scale 

set s. 

One wavelet type is morse wavelets that 

effectively join all wavelet types, in addition, the 

analytic filter, and depict the hard exponentials 

themselves. These morse wavelets are defined in the 

frequency domain as  

 

 𝑊β,γ(𝜔) = ∫ Ψβ,γ(𝑡)𝑒−𝑖𝜔𝑡
∞

−∞

𝑑𝑡 = 

𝑈(𝜔)𝛼𝛽,𝛾𝜔𝛽𝑒−𝜔𝛾               (3)  

 

where 𝛼, 𝛽, 𝛾 is a normalization value, 𝑈(𝜔) Is the 

step value function, and 𝛽 and 𝛾 are two values used 

to control the waveform in the wavelet. 

Convolutional neural network (CNN) 

Many ECG data analysis methodologies have 

been used for research and development to improve 

performance. Convolutional neural network (CNN) 

deep learning is one of these strategies. This includes 

deep learning algorithms such as those based on 

convolutional neural networks (CNNs). Signal 

analysis has gained popularity in the field of signal  
 

 
Figure. 1 A typical CNN architecture consisting of an 

input layer, convolution layer, a max-pooling layer, and a 

fully connected layer [17] 

 

processing, particularly in the field of 

electrocardiography. The advantage of CNN is that 

the input is multidimensional, which means that data 

in two dimensions may be directly entered into the 

network. The CNN presented a more comprehensive 

picture of numerous supervised CNN applications 

and advised more research into ECG classification 

techniques [17, 18]. Fig. 1 illustrates a typical CNN 

architecture. 

 

a. Input layer 

The input layer is used to input the images dataset 

two-dimensional vectors. 

As explained previously, CNN is composed of 

multiple layers. The input layer of a CNN should 

contain image data in the form of a multidimensional 

matrix. Convolution layer. 

The convolutional layer is one of the layers that 

differentiate the known neural network from the 

convolutional layer (NN). Each convolutional layer’s 

input is the output of the preceding layer, which is 

convoluted using several convolution kernels. 

Convolution kernels are used repeatedly in each 

sensory field of the entire data set, and the 

convolution result establishes a feature of the input 

image. Convolution filters are applied across the 

width and length of the image by performing 

multiplication and summation operations between the 

filter and the input at any point. The convolution 

kernels are the contents of the convolution layer, 

consisting of the weight matrix w and the bias b. The 

layer's mathematical expression is as follows: 

 

𝑋j𝑙 = 𝑓 (∑ 𝑥𝑖
𝑙−1𝑘𝑖𝑗

𝑙 + 𝑏𝑗
𝑙

𝑖∈𝑀𝑗
𝑙−1 )                (4) 

 

Where l represents the layer, k is the convolution 

kernel, b is the bias, xi
l is current data in current layer 

and Mj represents the feature map. 
b. Pooling layer 

Another main point of CNN is the pooling layer. 

Input width 

In
p
u
t 

h
e
ig

h
t 

 

Number of convolution 

matrix in first layer 
Number of convolution 

matrix in second layer 

First level feature maps Second level feature maps Fully connected  layers 

Convolution blocks 

(convolution, ReLU, and max pooling 
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The theoretical basis of the pooling layer is that 

images contain the property of “stationarity”, which 

means that features that are useful in a certain region 

are also probably useful for other ones. Rectangular 

blocks are taken from the convolutional layer and 

sub- sampled by the pooling to produce a single 

output. The strength of image variations like 

distortion, noise, and rotation is enhanced by the 

pooling. It also reduces the output dimensions and 

retains the noteworthy features. Pooling has two 

ways, the average pooling, and the max pooling. The 

maximum pool formula is [19]: 

 

𝑦𝑗(𝑚ˎ𝑛)
𝑙+1 = max

0≤𝑟ˎ𝑘
{𝑥(𝑚.𝑠+𝑟ˎ𝑛.𝑠+𝑘)

𝑙 }                   (5) 

 

where m ≥ 0, n ≥ 0, s ≥ 0, and 𝑦𝑙+1 is the value of the 

neuron unit (m, n) that in the jth output feature map 

𝑦𝑙+1 at the l+1 layer, (m.s+r, n.s+k) is neuron unit in 

the ith input map 𝑥𝑙 at the l+1 layer, whose 

corresponding value is 𝑥𝑙, 𝑦𝑙+1 is obtained by 

computing the biggest value over 

(𝑚.𝑠+𝑟ˎ𝑛.𝑠+𝑘)(𝑚ˎ𝑛) an s×s non-overlapping local 

region in the input map 𝑥𝑙․ 
c. ReLU layer (rectified linear unit) 

‘ReLU’ is a non-linear operation, and it involves 

units that employ the rectifier. An element-wise 

operation is implemented per pixel, and zero 

reconstitutes all negative values in the feature map. If 

positive, it maintains its value without any change. It 

is presumed that there is a neuron input given as x in 

an attempt to comprehend how the ReLU functions, 

and from that, the rectifier is represented as: 

 

f(x) = max(0, x)                            (6) 

 

One gets a better CNN along with stable 

performance through using those optimization 

techniques. A lot of auxiliary data can be introduced 

to pre-train the CNN to improve the generalization 

ability of the system [20]. 

d. Fully connected layer 

The term (FCL), fully connected layer means that 

each filter in the preceding layer is linked to every 

filter in the following one. The results from the 

convolution layers, ReLU, and max-pooling 

represent the input image’s high features. The 

purpose of using the FCL is to use these features to 

identify the input image into separate categories 

depending on the training dataset. FCL is considered 

as the final pooling layer that feeds the features to a 

classifier that utilizes the activation function of 

softmax. 

e. Softmax layer 

The softmax classification with powerful non-

linear classification capability is being applied as the 

ECG classes and characteristics are much more 

complex, and there is no unified template. Softmax is 

implemented via a neural layer in the network just 

before the output layer. The layer of softmax must 

contain the same neuron number as that of the output 

layer. Softmax is broadening this idea. 

The standard (unit) softmax function 𝞼: ℝk → ℝk 

is defined by the formula 

 

σ (z)i =
𝑒𝑧𝑖

∑ 𝑒
𝑧𝑗𝑘

𝑗=1

 for i = 1 …  K and z =

 (z1 …  zk) ∈  ℝk                   (7) 

 

f. Classification layer 

The output layer of the convolution neural 

network is the classifier layer. 

The final layer of the convolutional neural 

network, the layer containing the answer(s). 

6. Performance evaluation of classifiers 

Accuracy, precision, and recall are statistical 

measures of the performance of a classification test. 

All possible outcomes of such a test can be 

represented by a confusion matrix. Precision, 

sensitivity (recall), and accuracy are given by the 

following equations where TP is true positive, TN is 

true negative, FP is false positive, and FN is false 

negative: 

 

Sensitivity= 
𝑻𝑷

𝑻𝑷+𝑭𝑵
                            (8) 

 

Specificity=
𝑻𝑵

𝑻𝑵+𝑭𝑷
                             (9) 

 

Accuracy= 
𝑻𝑷+𝑇𝑁

𝑻𝑷+𝑭𝑷+𝑇𝑁+𝑇𝐹
                (10) 

 

The true positive (TP) is the count of beats 

classified correctly for the specified class, true 

negative (TN) is the count of overall which does not 

belong to specified class and classified correctly. 

Similarly, false positive (FP) is the count of beats 

which are classified belonging to the specified class 

incorrectly and false negative (FN) is the count of 

beats classified incorrectly as not a member of the 

specified class. 

7. Results and discussion 

This work presents robust ECG classification 

with different viewing and various signal amplitudes 

and based time. For the determination of representing 

the performance of the proposed work, experimental 

results are described below. 
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1. Description of the preprocessing method 

applied on ECG data as normalization based on using 

distribution named Extreme Value of PDF.  

Figs. 2-7 shows the original ECG data and 

probability density extreme value distribution 

function applied on 1D dataset of ECG is contains (3-

classes) and number of records of this dataset is 

 
 

          
Figure. 2 Original sample of ARR                              Figure. 3 Extreme value PDF of ARR sample 

 

        

Figure. 4 Original sample of CHF                             Figure. 5 Extreme value PDF of CHF sample 

 

           
Figure. 6 Original sample of NSR                              Figure. 7 Extreme value PDF of NSR sample 
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Figure. 8 CWT (ECG signal) sample ARR                                 Figure. 9 CWT–PDF of ARR sample 

 

             
Figure. 10 CWT (ECG signal) sample CHF                           Figure. 11 CWT–PDF of CHF sample 

 

                 
Figure. 12 CWT (ECG signal) sample NSR                               Figure. 13 CWT–PDF of NSR sample 
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(162), and each record has length (65536). Each class 

of this dataset labeled as (ARR, CHF, and NSR). 

2. The formed input data to the first layer of 

CNN can be two-dimension vectors. In this step, the 

processed ECG data is a 1-D vector and the proposed 

method to transform this vector to a 2-D vector is 

CWT filter bank. Finally, the spectrogram image 

result has been resized to (227, 227), which this size 

suited as size depended on AlexNet (CNN).  

The same samples shown during preprocessing 

have been shown in Figs. 8-13 in the CWT domain. 

3. The result of training and classification has 

been using AlexNet architecture type of CNN for 

both cases (convention and proposed methods) as 

shown in Fig. 14.  

4. An evaluation in this paper based on test data 

over the training model, the number of tested data of 

three classes is (750) samples. During the evaluation 

phase, a performance measurement selected depends 

on the confusion matrix (accuracy). Table 1 compares 

three state-of-the-art with our proposed method and 

shows that the proposed method has the highest 

accuracy. For instance, in [4], proposed a method 

during feature extraction (average, mean, standard 

 

 
(a) 

 
(b) 

Figure. 14: (a) Result of CNN training conventional and 

(b) Result of CNN training proposed method 

Table 1. Comparison of three approaches with proposed 

work 

Work  Accuracy % 

[4] 96.95 

 [7] 95.90 

[10]time-series  97.10 

Proposed work 98.00 

 
Table 2. Evaluation compared with fixed batch size and 

different learning rate 

Batch 

size 

Learning 

rate 

Accuracy  Precision Recall  

250 0.001 98.67 98.67 98.67 

250 0.0025 98.67 98.67 98.67 

250 0.005 98.00 98.00 98.00 

 
Table 3. Evaluation compared with fixed learning rate 

and different batch size 

Batch 

size 

Learning 

rate 

Accuracy  Precision  Recall  

250 0.001 98.67 98.67 98.6 

200 0.001 98.00 98.00 98.00 

150 0.001 98.67 98.67 98.67 

 

deviation, energy, and entropy) of ECG based on 

applied discrete wavelet transform (DWT) and 

accuracy achieved is 96.95. In [7], 1D data 

normalized between 0 and 1 of ECG signal proposed 

and accomplished accuracy in 95.90, and in [10], 

CWT method used for transformation 1D to 2D 

spectrogram image and applied to CNN and 

accomplished accuracy reached 97.10.  

Another evaluation of the proposed work is 

represented in the design of the model of 2D-CNN. 

Two tested during the second evaluation had 

experimented. The first experiment was tested by a 

fixed batch size value and set different learning rate 

values represented in table 2. The second experiment 

was tested by a fixed value of learning rate and set 

different values of batch size as a result represented 

in table 3. 

From the experimental works and results during 

the evaluations phase, we can have concluded that at 

batch size 250 and learning rate set to 0.001, the 

model selected of 2D-CNN achieved high accuracy. 

8. Conclusion 

In this paper, the classification method of ECG 

data is based on deep learning techniques. Belonging 

to three different classes (ARR, CHF, and NSR) and 

these classes were obtained from the MIT-BIH 

arrhythmia database. The ECG signals data were 

spliced into records, where each record has a length 
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(65536). In the procedure of the preprocessing of 

ECG data has been used PDF (Extreme value) as 

normalization data and minimizing imbalance data 

method in this work, other method used to transform 

the ECG signals from the time domain into two-

dimensional time-frequency ECG spectrograms by 

CWT filter bank, where the wavelet type selected in 

this filter is “AMOR”. One of the pretrained deep 

CNN architecture used is the “Alexnet” network has 

a colour image input size of 227-by-227. 

An evaluation of performances has been worked 

during experimental work. This evaluation is based 

on measuring the performance by confusion matrix 

where proposed work compared with three 

approaches by accuracy matrix, and our proposed 

work achieved accuracy as (98.67 %). Other 

evaluations compare the different sets of 2D-CNN 

parameters, such as learning rate and batch size. 

We’ve found that the best set of CNN parameters 

during experimental works are (learning rate=0.001 

and batch size=250). 
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