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Abstract: The knowledge obtained from data can be useful for the improvement of education systems, giving rise to 

a research space called Educational Data Mining (EDM). EDM covers the development of methods to explore 

information collected from educational environments, allowing to understand students more effectively and adequately, 

providing better educational benefits to them. Machine learning (ML) technologies are growing considerably in recent 

years. The field of data mining in education provides researchers and educators with metrics of success, failure, dropout, 

and more, allowing students to guess. The main reason for dropping out of school is not studying. Several researchers 

have proposed various educational data mining techniques to predict student performance and analyzed the techniques 

found in educational datasets. This paper proposes a student predictive model with the use of ensemble classifiers. 

Initially data is pre-processed and an analysis of the correlation between the entrance attributes was carried out to 

identify the existence of possible redundancies between them, resulting from a very high positive correlation. The 

filtered attribute is trained and tested with Boosting, Bagging and Random subspace classifiers. Further to improve the 

accuracy of predictive model genetic algorithm is applied on three classifiers. Genetic Algorithm is an approach used 

to find optimized solution to search problems and it intend to increase the probability of solving the problem. The 

process of optimization involves selection of the best option from the available set of options to achieve the desired 

goal. Selection is done such that the efficiency can be maximized and error can be minimized. An analysis of the 

correlation between the entrance attributes was carried out to identify the existence of possible redundancies between 

them, resulting from a very high positive correlation. There is significant improvement in classifier accuracy, when 

tested mathematic and Portuguese data i.e. 3 % and 11% respectively. 

Keywords: Machine learning, Educational data mining, Boosting, Bagging, Random subspace. 

 

 

1. Introduction 

Educational Data Mining (EDM) deals with 

educational data in Data mining. It is a research area 

that has emerged in recent years and is used by 

researchers in different areas, such as education, 

computer science, intelligent tutoring systems, 

statistics and psychology in the analysis of large data 

sets to solve educational research problems [1]. EDM 

is concerned with the development of methods to 

explore information collected from educational 

environments, allowing the understanding of students 

more effectively and adequately, providing better 

educational benefits to them [2]. 

This research deals with the use of Machine 

Learning, as a tool to help school managers in 

checking and combating school dropout. From the 

analysis of historical data stored in databases, the aim 

was to build analytical models that can learn from 

data, identify patterns and help in decision making. 

Following are the major steps involve in data mining 

(DM). 

Step I - Pre-processing: Data obtained from 

educational systems must first be pre-processed and 

transformed into a format suitable for data mining. 

The major tasks in this step includes: clean-up, 

attribute selection, and data integration. 

Step II - Data Mining: This is the main phase and 

in this context, data mining techniques are applied to 
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preprocessed data. Here are some examples of data 

mining techniques: visualization, regression, 

classification, clustering, association rules, and more. 

Stage III - Post-processing: at this stage, the 

results or models obtained are interpreted and used in 

the decision-making process regarding the 

educational environment. 

The tasks in an EDM process that are responsible 

for analyzing data generated from interactions 

between students in learning environments can 

answer questions related to how to improve student 

learning [3]. Thus, it is possible to understand him 

and how he learns, in addition to other factors that 

influence learning. It is also possible to identify 

which instructional approach (individual or 

collaborative learning) provides the best educational 

benefits to students, if the student is unmotivated or 

confused. With this knowledge, it is possible to create 

personalized environments and teaching methods that 

offer better learning conditions [4]. 

The exploitation of data mining techniques in 

educational systems with the objective of improving 

the teaching-learning process is seen as a formative 

assessment technique. Data mining methods can be 

utilized to achieve information that assists educators 

in creating and maintaining courses in educational 

systems and taking action and decisions. 

In this work, the aim of the prediction is to 

approximate anonymous values of a variable that 

defines the student. In education, this value can 

inform about academic performance, knowledge 

about a certain subject, grades in assessments, 

achievements in subjects, among others. 

Section 3 discusses the methodology for this 

study. Section 4 initially describes the datasets and 

their preprocessing, secondly, students create a 

partial model based on their course enrollment and 

activity characteristics, and finally discusses the 

results. The interpretability and utility of the resulting 

partial models is analyzed in Section 5. Finally, 

Section 6 concludes the article and suggests future 

work. 

2. Literature review 

According to [5] it is possible to make dropout 

predictions even before students start their courses, 

that is, the student is enrolled, but has not yet started 

their classes. The author tests four classification 

algorithms using socioeconomic and pre-university 

data, such as student performance in high school. 

Model accuracy ranges from 91.98 % to 67.74%. In 

the research carried out by [6] the authors focused on 

predicting the pass rate of students in the first two 

years of undergraduate courses. For this, they used a 

Multilayer Perceptron (MLP) neural network with 

three layers. The authors mixed demographic and 

academic variables creating a dataset (DataSet) with 

the following variables: ethnicity, gender, intention 

to enroll in college, age, school of origin in high 

school etc. The study shows that they had an average 

hit rate of 72%. Authors of [7] conducted a survey of 

students at the beginning of graduation in the 

Economics course. Only students who were in the 

first two years were considered. The objective of this 

work was to test and compare the following 

classification models: Decision Tree, Logistic 

Regression and Neural Networks. The SEMMA 

methodology (Sampling, Exploring, Modifying, 

Modeling and Assessment) [8] was used. For the 

construction of the dataset, the authors chose to use 

the variables related to the candidate's enrollment and 

attributes related to the study process. The results 

showed that the neural network model showed a 

better performance compared to the others, indicating 

that 36% of students will be able to drop out. In [9] 

only explored attributes extracted from students' 

academic records. Five classification algorithms and 

data from six courses at the Federal University of Rio 

de Janeiro were used. This approach led them to 

obtain an accuracy of at least 87.0% for each course 

and a true positive rate ranging from 66.08%. Authors 

of [9] aimed to predict student dropout through a 

dynamic model by Classification and Regression 

Trees (CART). The authors suggest adding other 

factors such as: age, ethnicity, work situation, study 

environment and type of education to improve 

performance. Motivated by the self-evasion rate, the 

authors of [10] carried out an experimental study in 

search of a method of predicting dropout among 

freshmen in the engineering course. The authors used 

the following models based on WEKA classifiers: 

Decision Trees and a Bayesian classifier. For the 

construction of the dataset, variables related to 

performance in high school and university data were 

considered. The results showed that one of the 

applied Decision Tree models reached an accuracy of 

68% when analyzing only the pre-university data. 

When verifying the complete set of data, the method 

obtained accuracy between 75% and 80% in 

identifying evasion. 

Several authors carry out analyzes and propose 

tools in the context of DM in education. Authors of 

[11] compare DM techniques in classifying students 

based on usage data and course final grades on the 

moodle learning management platform. A decision 

support tool was also developed for the use of 

instructors based on the analyzed techniques. Authors 

of [12] proposed a DM model to analyze the 

performance of higher education students, using end-
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of-semester performance data in a decision tree 

classification task. Authors of [13] proposed a 

framework to direct support actions for freshman 

students, who need support according to their high 

school academic characteristics. Authors of [14] 

compared several classifier algorithms from the data 

mining tool Weka, in an attempt to predict the risk of 

student dropout based on the performance of the first 

semester. Data from students of the Electrical 

Engineering course at the Eindhoven University of 

Technology were used. The decision tree classifier 

presented the best results, with an accuracy between 

75 and 80%. 

In genetic algorithm, natural genetic mechanism 

is simulated to find the optimal global solution [15]. 

The genetic algorithm adaptively manages the search 

process so as to automatically accumulate and 

acquires information about the search space through 

the search process to accomplish the optimal solution. 

Authors of [16] proposed the GA ensemble algorithm 

to measure the weight of each base classifier. 

Drawbacks of previous research works: 

• The research work carried out by the authors 

of [6] used MLP neural network and 

achieved an accuracy of 72% which is very 

low. If the weight and bias values of the 

neural network are not optimized then 

certainly it will provide low computational 

efficiency due to more features which is a 

major limitation of neural network. 

• The outcome from of the authors of [10] also 

does not meet the expectations since it is 

showing the maximum accuracy of 80% 

utilizing Bayesian classifier which is also 

considered as low.  

• Similarly, the authors of [14] exhibited the 

lower accuracy. 

• Rest of the papers explained in literature 

review do not show the numeric value of 

accuracy in their respective papers. 

This research work utilizes the Genetic algorithm 

due to its simplified architecture in machine learning 

and data mining applications. 

3. Proposed methodology 

3.1 Student performance prediction 

Various data mining techniques can be used in 

creating models that make inferences about student 

performance. A model can be understood as an 

abstraction that makes predictions about the future on 

past or present information. A model comprises a 

machine learning algorithm that learns about 

characteristics of objects in a training dataset to make  
 

 
Figure. 1 Flow diagram of a predictive model 

 

estimations about other objects. Predictive models 

are basically allocated into two sub-categories: 

regression and pattern classification. The regression 

analyzes the relationship between two variables in 

order to find trends between these variables. In 

pattern classification, data are assigned to classes 

according to data information previously reported to 

the machine learning algorithm. 

From data input, the model can infer on this data 

and produce a prediction as output. The prediction 

obtained by the model, among other things, depends 

on the quality and quantity of data available. A model 

is built based on the information available in the 

database and the appropriate selection of data mining 

techniques. 

The generated model needs to be validated to 

verify that it meets the conditions imposed to solve the 

problem. Different models can solve the problem, the 

one that presents the best results in the validation step 

is chosen. In the process of obtaining the model, two 

phases are performed: in the first, a set of training data 

will be used by the algorithm to build the descriptive 

model of the data. In the second phase, new data, 

called test data, are used in order to test the model 

generated in the first phase. The analysis of the results 

is made by the person responsible for the execution of 

the KDD processes [17], in order to verify if the model 

meets the purpose. 

3.2 Data acquisition and pre-processing 

3.2.1. Data pre-processing:  

Data pre-processing is an essential step in Data 
Mining, Data Mining (DM), which addresses several 
important issues in the data mining process. Data 
Knowledge Discovery Knowledge Database 
Discovery (KDD). Data from real world databases 
usually have inconsistencies, errors, missing values, 
or are simply not suitable for use in DM processes. 

Data preprocessing  

 Feature Extraction 

Normalization 

Feature selection  

Implement the Classifier 
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Figure. 2 Flow diagram of proposed research 

3.2.2. Data standardization:  

Normalization is a data manipulation technique 

that aims to make the magnitude of the attributes of 

the feature vectors on the same scale. Normalization 

techniques should not change the way the data is 

distributed, so the implicit information of each 

attribute is kept. It is common for normalized data to 

have intervals between 0 and 1, or -1 and 1. 

Normalization makes the data more suitable for 

the training process of a neural network, as it avoids 

the saturation of neurons, speeds up the training time 

of a neural network, in addition to improving the 

accuracy and efficiency of mining algorithms that 

involve distance measurements. 

3.2.3. Data normalization with z-score:  

In z-score normalization, each attribute 𝑥  of a 

feature vector is normalized based on its mean and 

standard deviation, as defined in Eq. (1): 

 

𝑥 =
𝑥−𝜇𝑥

𝜎𝑥
                                  (1) 

Where 𝜇𝑥 is the mean of the attribute values and 

𝜎𝑥 is the standard deviation. 

3.3 Feature extraction 

We collected data for this study from various 

sources in higher education institutions in the UCI 

repository [18]. 

In building a predictive model based on this 

example, we faced three main problems: data 

inconsistency, imbalance, and overlap. For students 

who have spent at least one semester in a college 

program, there will be several data characteristics that 

will help build highly accurate predictive models. 

Feature extraction is an important step in 

classification because the effectiveness of a learning 

model depends on input variables (substantial 

features) that describe student characteristics and can 

be used to predict student performance. 

This data refers to the performance of secondary 

school students in two Portuguese schools. Attribute 

data (including student grades, demographic, social, 

and academic characteristics) were collected using 

school reports and questionnaires. Two sets of 

performance data are provided in two different 

subjects: Mathematics (Math) and Portuguese (Po). In 

[19], both datasets were modeled using binary / five-

level classification and regression assignment. 

Important note: The target G3 attribute has a strong 

correlation with the G2 and G1 attributes. This is 

because G3 is the final value (issued in the 3rd period) 

and G1 and G2 are the values of the 1st and 2nd 

periods. It is more difficult to predict G3 without G2 

and G1, but these predictions are much more useful. 

3.4 Selection of attributes 

An analysis of the correlation between the 

entrance attributes was carried out to identify the 

existence of possible redundancies between them, 

resulting from a very high positive correlation. 

In Fig. 3, the scatter plot of the Mathematics 

Average and Portuguese Average attributes in the 

entrance exam is presented with a correlation 

coefficient r = 0.62, which indicates a moderate 

positive correlation. 

In Fig. 3, for the General Average and Average 

Mathematics attributes obtained in the entrance exam, 

r = 0.74, which indicates a high positive correlation. 

Fig. 4, for the General Average and Portuguese 

Average attributes in the entrance exam, we have r = 

0.76, which represents a high positive correlation. 

None of the possible pairs of attributes has a very high 

positive correlation (greater than 0.5), indicating their 

individual relevance in the data classification task. In  
 

Feature extracted from data 

Feature selection using correlation 

Split Train and Test Data 

Bagging Boosting  
Random 

subspace 

Performance analysis 

GA optimized Classifier 

Classify 

Student grades 

Training 
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Figure. 3 Selected feature for mathematics 

 

 
Figure. 4 Selected features for portuguese 

 

addition, tests were performed with the exclusion of 

each of the variables, where the relevance of the other 

attributes in the classification task was observed. 

• With less data to be processed, there is an 

increase in processing speed so DM 

algorithms can learn faster; 

• Increases the predictive performance of the 

DM algorithm, so the model better 

generalizes from the data; 

• Make the results simpler so that they are easy 

to understand and use; 

3.5 Classification models 

The search algorithm ends with a method 

ensemble model that provides the best sorting 

accuracy among all the combinations of prediction 

methods and associated hyperparameters that we have 

tested. The prediction engine of the identified 

ensemble model is based on a voting scheme that 

accepts prediction results from most constituent 

procedures. The main ensemble methods are: pockets, 

momentum and random subspaces. Predictive models 

often use supervised learning to estimate the value of 

an unknown or future dependent variable based on the 

properties of its independent variable. 

 

 
Figure. 5 Illustration of the principle of bagging for a set 

of decision trees [20] 

3.5.1. Bagging - principles of operation: 

The Bagging method [20] in its "classical" version 

is part of the category of data manipulation methods 

in the taxonomy of the induction principles of set of 

classifiers that we presented in the previous section. It 

applies the principle of Bootstrap or Bootstrapping 

[20] to the aggregation of classifiers; hence its name 

Bagging for Bootstrap Aggregating. 

Let us assume that a set 𝑇 = {𝑥1, 𝑥2, 𝑥3 . . . , 𝑥𝑁} of 

𝑁 observed data of our population, and that we are 

interested in a statistic written 𝑆(𝑇). 

The bootstrap will consist in forming 𝐿 samples 

𝑇𝑘
∗ = (𝑥1

∗, 𝑥2
∗, 𝑥3

∗, … , 𝑥𝑁′
∗ )  for 𝑘 = 1, . . , 𝐿, where each 

𝑇𝑘
∗  is constituted by random pulling with 𝑁′  data 

given in 𝑇 . These 𝐿  samples are usually called 

bootstrap samples. 

We can then calculate 𝑆(𝑇𝑘
∗) for each bootstrap 

sample, and thus obtain 𝐿 estimates of our statistics. 

So instead of having a single estimate for a sample, 

we have an empirical distribution of our statistics. We 

can then calculate the empirical average from all these 

values (see Eq. (2)), which will then give us a more 

precise estimate of the statistic, or else its standard 

error to measure its dispersion (see Eq. (3)). 

 

𝑆𝑏𝑜𝑜𝑡 = ∑ 𝑆(𝑇𝑘
∗) 𝐿⁄𝐿

𝑘=1                   (2) 

 

𝑠�̂�𝑏𝑜𝑜𝑡 = √∑ (𝑆(𝑇𝑘
∗)−𝑆𝑏𝑜𝑜𝑡)

2𝐿
𝑘=1

(𝐿−1)
             (3) 

 

It is simply a question of considering that the 

statistic that one seeks to study is a learning algorithm 

noted ℎ(𝑥)  and to then apply the principle of 

bootstrap as we have just explained it. Thus each 

elementary classifier ℎ𝑘(𝑥) of the set will be trained 

on one of the 𝐿 bootstrap samples so that they are all 

trained on a different learning set. Fig. 5 illustrates the 

Bagging process applied to a set of decision trees. 
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Figure. 6 Illustration of the random subspaces principle 

for a set of decision trees [21] 

3.5.2. Random subspaces:  

The Random Subspaces Method (RSM) is quite 

similar in Bagging's idea [21]. This time, however, it 

is no longer a question of manipulating the learning 

data, but of manipulating the characteristics. The 

basic principle is the training of each essential 

classifier on a random subspace of the description 

space. Each of these random subspaces is of the same 

dimension 𝑃 , with 𝑃 < 𝑀 , where 𝑀  shows the 

dimension of the original description space. 

More concretely, for the induction of an 

elementary classifier ℎ𝑘, it is: 

• Perform a random draw without discounting 

𝑃  characteristics among the 𝑀  available 

characteristics. 

• To project all learning data into this new 

feature subspace. 

• To train the classifier ℎ𝑘 on these projections 

of the learning data. 

3.5.3. Boosting:  

The name Boosting [22] refers to a learning 

principle rather than an EoC method and is therefore 

a family of several algorithms. The basic principle is 

to gradually specialize the classifiers of the set 

iteratively, and then combine each of the classifiers 

obtained at each iteration. Typically, it is at the 

iteration k to concentrate the learning of the classifier 

ℎ𝑘  on the errors of classifiers ℎ𝑘−1, ℎ𝑘−2, … , ℎ1 , 

obtained at the previous iterations. In the Boosting 

principle, this objective is achieved by a weighting of 

the learning data. The weighting is then updated on 

the basis of these prediction errors, so as to increase 

the weight of the learning data that has been 

misclassified by this classifier, while simultaneously 

decreasing the weights of the well-ranked data. Thus, 

classifiers are gradually specialized to concentrate on 

learning previously poorly classified data. 

Algorithm 1:  AdaBoost.M1 

Input: ℒ a weak learner. 

Input: 𝐿 the number of classifiers in the final set. 

Input: 𝑇 a set of N learning data 

1:  𝐷1(𝑥𝑖) =
1

𝑁
, 𝑖 = 1, … , 𝑁    Initialization of 

weights (equal probability) 

2:   for 𝑡 = 1, . . . , 𝐿 do 

3:   ℎ𝑡 = ℒ(𝐷𝑡)      Learning 𝒉𝒕 

4:    𝜖�̂� = ∑ 𝐷𝑡(𝑥𝑖)𝑖:ℎ(𝑥𝑖)≠𝑦𝑖
      Calculation of the 

weighted error of 𝒉𝒕 

5:    if 𝜖�̂� =
1

2
 then 

6:    stop the loop 

7:    𝛽𝑡 =
�̂�𝑡

(1−�̂�𝑡)
      Calculation of the weighting 

coefficient of 𝒉𝒕 

8:   for 𝑖 = 1, . . . , 𝑁 do 

9:   if ℎ𝑡(𝑥𝑖) = 𝑦𝑖 then  

10:  𝐷𝑡+1(𝑥𝑖) =
𝐷𝑡(𝑥𝑖)

𝑍𝑡
× 𝛽𝑡 

11:  Else 

12:  𝐷𝑡+1(𝑥𝑖)= 
𝐷𝑡(𝑥𝑖)

𝑍𝑡
 

13:  ℎ𝑐(𝑥) = arg max
𝑦∈𝑌

∑ log
1

𝛽𝑡
×𝐿

𝑡=1 𝕀ℎ𝑡(𝑥)=𝑦 

Main idea: Boosting is based on a deterministic 

principle for the creation of diversity in sets, whereas 

random forests by definition do so via the principles 

of randomization. 

3.5.4. Genetically optimized classifiers:  

The methodology of genetic algorithm is as 

follows [23]: 

• A random initial population is created. 

• Fitness of the initial population is evaluated. 

• Reproduction includes selection, crossover 

and mutation. Selection is done such that the 

individual with best fitness level from the 

current population is selected. Now the best 

individuals reproduce to form new population. 

Mutation is done at a definite point in the new 

created individual. 

• The process is repeated until a maximum 

number of generation has evolved or a desired 

solution is obtained. 

By introducing weights 𝑤𝑐𝑗, base classifier scores 

are 𝑝𝑐𝑗 are represented by Eq. (4) 

 

𝑝𝑐𝑗(𝑥𝑡) = 𝑤𝑐𝑗 ∑ 𝛼𝑖𝑦𝑖𝑘(𝑥𝑖 , 𝑥𝑡) + 𝑏𝑛
𝑖=1         (4) 

 

Where c represents 𝑐𝑡ℎ  ensemble classifier, j 

symbolize 𝑗𝑡ℎ base classifier of the 𝑐𝑡ℎ  ensemble 

classifier, and 𝑥𝑡 is the test sample. 

Each ensemble classifier has the best score from 

the base set of classifiers, and the output of each 

ensemble classifier corresponds to the class. 

Therefore, we define the best score for the ensemble  
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Figure. 7 Genetic algorithm flow chart 

 

classifier 𝑐𝑡ℎ  as 𝑝𝑐𝑏𝑒𝑠𝑡
(𝑥𝑡).  The final solution 

𝑝max (𝑥𝑡) is determined by Eq. (5). 

 

𝑝max(𝑥𝑡)=𝑎𝑟𝑔𝑚𝑎𝑥𝑐
𝑛𝑃𝑐𝑏𝑒𝑠𝑡(𝑥𝑡)

                 (5) 

 

Where 𝑛 represents the number of classes. After 

entering the weights, 𝑤𝑐𝑗. GA optimizes the weight 

matrix to improve classification accuracy. GA is 

utilized to find the ideal weight matrix to maximize 

the overall accuracy of the trained classifier, and the 

fitness function must be used to find the optimal 

individual. In other words, the best individual is the 

optimal weight matrix we can find. Therefore, Eq. (6) 

defines the fitness function: 

 

𝐿 =
1

𝐾
∑ 𝜃𝑘

𝑖                               (6) 

 

Where 𝜃 indicates the correctness of classification 

and defined as: 

 

𝜃 = {
1  𝑦𝑖 = 𝑝𝑚𝑎𝑥

0𝑦𝑖 ≠ 𝑝𝑚𝑎𝑥  (𝑥𝑡)
(𝑥𝑡)                (7) 

Table 1. Evaluation parameters 

TP (True 

Positive) 

Indicated the number of records that were 

classified as "correctly classified 

TN 

(True 

Negative) 

Indicated the number of records that were 

classified as "not classified correctly. 

FP (False 

Positive) 

Indicated the number of records that were 

classified as "incorrectly classified 

FN 

(False 

Negative) 

Indicated the number of records that were 

classified as "not Classified incorrectly 

4. Simulation results and discussion 

4.1 Performance evaluation parameters 

The confusion matrix, composed of the first four 

values: True positive, false negative, false positive 

and True negative. The matrix was very useful, 

mainly for two reasons: first because its data 

described the result of the classification of each record, 

and second because it is through it that the other 

metrics were obtained.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
              (8) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                    (9) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (10) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑁
                (11) 

 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
          (12) 

 

𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑎𝑡𝑒 (𝐹𝑃𝑅) =
𝐹𝑃

𝐹𝑃+𝑇𝑁
    (13) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
              (14) 

 

𝑀𝑎𝑡𝑡ℎ𝑒𝑤𝑠 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 (𝑀𝐶𝐶) = 
(𝑇𝑃×𝑇𝑁)−(𝐹𝑃×𝐹𝑁)

√(𝑇𝑃+𝐹𝑁)(𝑇𝑃+𝐹𝑃)(𝑇𝑁+𝐹𝑁)(𝑇𝑁+𝐹𝑃)
             (15) 

 

𝐾𝑎𝑝𝑝𝑎 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 = 
2(𝑇𝑃×𝑇𝑁−𝐹𝑁×𝐹𝑃)

(𝑇𝑃+𝐹𝑃)×(𝐹𝑃+𝑇𝑁)+(𝑇𝑁+𝐹𝑁)×(𝐹𝑁+𝑇𝑁)
   (16) 

 
Table 2. Genetic algorithm parameters 

Population Size 30 

No of Iteration 50 

No of variables 2 

Lower bound 10 

Upper bound 120 

Start 

Initial Population 

Selection 

Crossover 

Best individuals 

Output 

Mutation 

Stop 

Terminate? 
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4.2 Dataset 

In Portugal, secondary education consists of 3 

years of education, followed by 9 years of primary 

education and then higher education. Most students 

enter the public education system free of charge. The 

database was created from two sources: certificates 

based on sheets of paper and with multiple attributes 

(for example, three-period estimates and dropouts); 

and the questionnaire used to fill in the above 

information. The data was combined into two datasets 

for Mathematics (with 395 examples) and Portuguese 

(649 datasets). During preprocessing, some features 

are discarded due to lack of distinguished values. The 

data attributes include school name, age, gender, 

travel time, distance from school to home, hobbies, 

health data, etc. They were collected using school 

reports and questionnaires. Details on attributes are 

provided in the UCI repository [18]. 

4.3 Validation strategies 

Predictive accuracy informs the classification 

model's ability to predict correctly the class of an 

unknown object. This estimate allows the validation 

of the generated model, as well as the comparison of 

performances between different classifiers on the 

same test base. 

Cross Validation: In this work, to obtain the 

predictive accuracy of classification models, cross-

validation techniques were used. To perform cross-

validation, the database is divided into two parts, 

• Training: Used to train the model. Training 

allows you to observe object characteristics 

and the relationships between input and 

output data to create a representation of this 

data. Mathematics and Portuguese datasets 

are taken for training with split of 60:40 

ratio.60 % of data are used for training 

purpose.  

• Testing: It is usually a set smaller than the one 

used in training. The test suite allows 

validation of the generated model. Rest of 

40 % data from Mathematics and Portuguese 

datasets are used for testing purpose. 

Cross-validation ensures that data used for 

training and testing are different. Thus, ensuring 

greater accuracy in the generalizability of the 

predictive model. K-fold cross-validation divides a 

dataset D into K parts of equal sizes, called folds and 

represented by 𝐷1, 𝐷2, … . 𝐷𝑘 . Each part 𝐷𝑖  is, in turn, 

set aside to be the test set, and the other parts together 

will be the training set 𝐷 − 𝐷𝑖. After training the 𝑀𝑖   
model with 𝐷 − 𝐷𝑖, its performance will be evaluated 

with the test set 𝐷𝑖   to obtain the 𝑖𝑡ℎ estimate 𝜃𝑖. The 

accuracy will be the average of the percentages of 

correct answers in the K iterations and can be 

estimated by: 

 

𝜇�̂� =
1

𝑘
∑ 𝜃𝑖

𝑘
𝑖=1                        (17) 

 

And its variance is given by: 

 

�̂�𝜃
2 =

1

𝑘
∑ (𝜃𝑖 − �̂�𝜃)2𝑘

𝑖=1                   (18) 

 

 
Figure. 8 10-folds cross validation of the model accuracy 

[24]  

 

 
(a) 

 
(b) 

Figure. 9 Resubstitution plot: (a) Maths training data and 

(b) Portuguese training data 
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(a) 

 
(b) 

Figure. 10 Notch plot of training features: (a) Maths 

dataset and (b) Portuguese datasets 

 

The literature informs that K equal to 10 is the 

most adequate to obtain a good estimation of classifier 

accuracy [24]. A disadvantage of this technique is the 

excessive computational cost, since K trainings are 

performed to evaluate the model [24]. 

A decrease in re-substitution loss might indicate 

that the software trained the ensemble sensibly. 

The pre-test data for the control group report that 

the Q1o lower quartile is 1.5 points and Q3 or upper 

quartile of 2.8 points out of the 4 possible, generating 

an Interquartile Range RI of 1.8 points, which 

indicates that 50% of the student data is between 1.8 

and 2.8, the median had a value of 2. The feature in 

the proposed system is less skewed. Skewness 

indicates that the data may not be normally distributed. 

Therefore, the filtered features have a stable data 

distribution from the classifier as the training sample. 

The true positive rate (which represents the 

proportion of individuals in a class that were classified 

correctly), there are 21 outcomes to predict. 

 
Figure. 11 ROC curve of boosting for maths dataset 

 

 
Figure. 12 ROC curve of bagging for maths dataset 

 

 
Figure. 13 ROC curve of boosting for portuguese dataset 
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Table 3. Comparative analysis of normal classifiers and GA optimized classifier on mathematics dataset 

Parameters Boosting Bagging Random 

subspace 

Optimized 

Boosting 

Optimized 

Bagging 

Optimized 

Random 

subspace 

Accuracy 0.9811 0.8321 0.7671 0.9768 0.8622 0.8459 

Error 0.0189 0.2006 0.2329 0.0871 0.1822 0.1566 

Sensitivity 0.9890 0.7241 0.8259 0.8761 0.7361 0.8717 

Specificity 0.9984 0.9833 0.9028 0.9927 0.9861 0.9518 

Precision 0.9545 0.7170 0.7461 0.8757 0.7281 0.8338 

FPR 0.0016 0.0167 0.0972 0.0073 0.0139 0.0482 

F1-score 0.9650 0.7079 0.7378 0.8758 0.7205 0.8352 

MCC 0.9668 0.6984 0.6612 0.8685 0.7137 0.7954 

Kappa 0.8671 0.1294 0.4778 0.8457 0.0041 0.5913 

 
Table 4. Comparative analysis of normal classifiers and GA optimized classifier on portuguese 

Parameters Boosting Bagging Random 

subspace 

Optimized 

Boosting 

Optimized 

Bagging 

Optimized 

Random 
subspace 

Accuracy 0.9682 0.7343 0.4593 0.9682 0.9009 0.4603 

Error 0.0530 0.2804 0.5407 0.0530 0.1204 0.5373 

Sensitivity 0.8914 0.6900 0.7363 0.8914 0.8130 0.6714 

Specificity 0.9941 0.9668 0.7937 0.9941 0.9861 0.8204 

Precision 0.8794 0.6271 0.4548 0.8794 0.8105 0.4329 

FPR 0.0059 0.0332 0.2063 0.0059 0.0139 0.1796 

F1-score 0.8819 0.6372 0.3945 0.8819 0.8085 0.4237 

MCC 0.8777 0.6157 0.3025 0.8777 0.7961 0.3297 

Kappa 0.8267 0.3138 0.1768 0.8267 0.4587 0.3039 

 

 
Figure. 14 ROC curve of bagging for portuguese dataset 

 

Observing the results shown in Table 3, which 

represents mathematic data, it can be seen that the 

accuracy of the algorithms was never less than 80%. 

The algorithm that achieved greater precision was the 

Boosting, with an average of 98.11%. It can also be 

observed that students in grade A (passed in 3 

subjects) are more difficult to be classified than 

students in grade B (failed in at least 1 subject). It is 

believed that this is due to the fact that the student's 

good performance in the entrance exam is not the 

only influencing factor in the student's success in the 

first period of the course, despite being an extremely 

important characteristic in their success. It can be 

seen there is a significant improvement in Bagging 

and Random subspace classifier when optimized with 

GA. The observed accuracy of Bagging and Random 

subspace is 83.21% and 76.71% whereas GA 

optimized yields 86.22% and 84.59% respectively. 

Observing the results in above table, which 

represents Portuguese data, it can be seen that the 

accuracy of the algorithms is low because of data 

attributes. The algorithm that achieved greater 

precision was the Boosting, with an average of  
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Table 5. Performance analysis of existing and proposed 

GA optimised ensemble classifiers with different 

classifiers for UCI maths data 

Methods Accuracy Selected Features 

Logistic 

Regression 

(SVM)[27] 

62.05% “sex, Fedu, sex, Pstatus, 

sex, Mjob, sex, study-

time, age, reason, Medu, 

sex, guardian, sex, Fjob, 

famsize, address, travel-

time, sex, sex”  

 

RFBT-RF 

(SVM)[26] 

79.74% “internet, higher, Fjob, 

Pstatus, nursery, 

activities, famsup, sex, 

Mjob, famsize, address, 

schools-up, Medu, 

Fedu, age, travel-time, 

paid, reason, Guardian, 

failures, study-time” 

RFBT-

RF(NBC)[26] 

88.60%  

SVM [25] 89.7% N-A 

Proposed 

Boosting  

98.11% “internet, higher, Fjob, 

Pstatus, nursery, 

activities, sex, Mjob, 

famsize, address, 

schools-up, Medu, 

Fedu, age, travel-time, 

paid, reason, failures, 

study-time” 

Proposed 

Bagging 

86.22%  

Proposed 

Random 

subspace 

84.11%  

 

96.82%. It can be seen there is a significant 

improvement in Bagging and Random subspace 

classifier when optimized with GA. The observed 

accuracy of Bagging and Random subspace is 

73.43% and 45.93% whereas GA optimised yields 

90.09% and 46.03% respectively. 

To compare the results obtained with the methods 

proposed in this work with the results obtained in 

other works, tests were carried out with the methods 

of classification used in some works. This 

comparative study was carried out as described. The 

proposed methods for Mathematics and Portuguese 

datasets outperform than Relief-F and Budget Tree-

Random Forest as improvement of 11 % of accuracy. 

Whereas Logistic Regression based method gives 

62.05% and 67.69 % in mathematics and Portuguese 

dataset respectively, which is very low as compared 

to proposed method. 

 
 

Table 6. Performance analysis of existing and proposed 

GA optimised ensemble classifiers with different 

classifiers for UCI portuguese data 

Methods Accuracy Selected Features 

Logistic 

Regression 

(SVM)[27] 

67.69% “sex, sex, traveltime, 

sex,sex, address, age, 

studytime, sex, sex, sex, 

famsize, Mjob, sex, 

guardian” 

RFBT-RF 

(SVM)[26] 

66.92% “freetime, famrel, 

school, romantic, 

guardian, higher, 

studytime, famsup, 

internet, age, nursery, 

Medu, Fedu, paid, 

activities, Mjob, Fjob, 

address, Pstatus, 

schoolsup, famsize, 

reason, failures, sex, 

traveltime” 

RFBT-

RF(NBC)[26] 

81.53% “sex, age, address, 

famsize, Pstatus, Medu, 

Fedu, Mjob, Fjob, 

travellin, studytime, 

famsup, internet” 

Proposed 

Boosting  

96.82%  

Proposed 

Bagging 

90.09%  

Proposed 

Random 

subspace 

46.03%  

5. Conclusion 

It is believed that the results obtained in this study 

can help educators, since it is possible to obtain 

estimates of student performance, and then serve as a 

basis for planning strategies and policies aimed at 

reducing the number of failures, reducing, as 

Consequently, the evasion of students from the 

Mathematic course and Portuguese language. The 

reported work in this paper contributes in the field of 

predicting student academic success. Specifically, it 

relies on GA optimized Ensemble Boosting, Bagging 

and Random subspace are ensemble classifier are 

explored with two different dataset and achieve 

accuracy is 98.11%,83.21% and 71.76 % respectively 

in Mathematics and 96.82%,73.435% and 45.93% 

respectively for Portuguese data. Further genetic 

algorithm is applied to improve the classification 

accuracy and significant improvement is observed in 

Bagging and Random subspace classifiers on both the 

dataset. For mathematics observed accuracy there is 

86.22% and 84.59%   whereas 90.09% and 46.03 % 

in Portuguese dataset respectively. Hence it is 

concluded significant improvement in accuracy for an 

optimal student performance prediction model. As 
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future work, it is considered that a more detailed 

analysis in the process of selecting the input attributes 

is essential, investigating the existence of other 

variables that may influence student performance in 

the first period of the course. Studying the relationship 

between the performance of students in the first period 

and their performance in subsequent periods is also 

necessary. Furthermore, it is believed that it is 

possible to carry out similar research for students from 

different courses, verifying whether the results are 

similar for other subjects present in the entrance exam. 
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