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Abstract: Rapid evolvement in the field of social media constitutes an increasing demand in sentiment prediction for 

effective communication. Sentimental analyses are employed to extract opinions from individuals in order to 

invigorate the quality of material or a product for the effective growth of an organization. Researchers are aspired to 

predict the sentiment through comments of different languages, but there is a lack in the dictionaries accessible for 

different languages. In this research, hybridized Social Eagle Algorithm-based deep bidirectional long short-term 

memory (SoEo Algorithm-based deep BiLSTM) is proposed to predict the sentiment effectively. The languages are 

identified and converted into a standard format by the process of Transliteration and the features are extracted from 

these standardized data. The hunting strategy of the bald eagle and the adaptation behavior of coyotes are hybridized 

and executed in both forward and backward directions utilizing the BiLSTM classifier. The simulation outcome shows 

that the proposed model obtained an accuracy of 91.572%, precision of 89.196 %, recall of 91.551 % and F1 measure 

of 89.019%, which will be more efficient compared to the state-of-art methods. 
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1. Introduction 

The living standard of human life has been 

changing due to the evolution of World Wide Web, 

which reflects in the thinking capacity of the 

individual. In the days of yore, the decisions were 

made through confessing their problems with friends, 

family members or relatives. On contrary, the 

business decisions were made through polling. Now-

a-days, due to the emanation of technologies, like 

forum, blogs, reviews and so forth, the process of 

decision-making has been changed for both 

individuals and business decisions. Thus, the 

extraction or computation of opinions is termed as 

sentiment analysis [1]. Coming to the study of 

sentiment analysis, the data that are collected from 

the unstructured texts are converted into structured 

information based on the information, such as 

opinion, attitude, or emotions of a particular 

individual [2, 3]. The polarity or the degree of 

importance can be extracted from the opinions, 

emotion, attitudes, and similar sentiments collected 

and created as a document based on positive, negative, 

or neutral [4]. Hence, the sentiment analysis is also 

referred as opinion mining. Therefore, sentiment 

analysis and affective classification gains 

significance as the individual opinion for a product or 

event is understood, which promotes the business 

industry for an effective marketing, political 

campaigns and helps to understand the public 

relations [5-7].  

At present, the sentiment analysis uses the single 

language particularly, English, but due to a rapid 

increase in the usage of Internet, a massive growth is 

reported in the social media applications, such as 

Facebook, Twitter, Instagram and so forth the people 

adapt themselves to their mother tongue for posting 

and messaging, which insists a necessity for handling 

the multiple language-based reviews [8]. For 

example: In AirBnB, Amazon and TripAdvisor, there 
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are around 400 billion of people, using these 

networks in a month. Thus, the sentiment analysis for 

the multi-lingual data is the need of an hour. 

Accounting this scenario, the distribution is 

unbalanced for different languages, with fewer 

reviews for some languages, resulting in the shortfall 

of the data in such a way that the existing sentiment 

analysis algorithms struggle to yield good results. 

Due to this inefficiency, the sentiment analysis 

algorithms depend on the languages with greater 

density of reviews, which leads to an increased risk 

of missing essential information in texts written in 

other languages [8]. Thus, the innovation of 

multilingual sentiment analysis techniques using 

multiple languages for the sentimental analysis by 

analyzing the data in different languages is more 

efficient when compared with the circumstances of 

using a single language [3, 8, 9]. 

The major challenging task in language specific 

methods for opinion mining is that there are a wide 

variety of languages namely, Arabic, Chinese, French, 

German, Hindi, Italian, Japanese, Russian, Spanish 

and Thai, but there is a lack in sentiment dictionaries 

excluding English [10]. At present, research are 

proceeding on the automatic or semi-automatic 

generation of Large non-English resources for 

performing sentimental analysis to resolve this 

problem [11, 12]. For availing multiple languages, 

SentiStrength lexical resources [13] are made 

available for automatically translating those 

languages excluding some languages, such as 

Spanish because the resources were later improved 

by capitalizing additional lexica, which gains an 

overall improvement over foreign language [14, 15]. 

Ghorbel and Jacot [16] made an effort to translate 

English SentiWordNet entries into French and 

concluded that two parallel words always have 

individual semantic orientation even though if the 

translation is correct due to the difference in common 

usage [12]. The unique advantages in solving small 

sample, non-linear and high dimensional pattern 

recognition in machine learning insists us to make use 

for classification purposes and therefore BiLSTM 

methods are utilized for effective emotion 

recognition. 

The research concentrates on developing a SoEo 

Algorithm-based deep BiLSTM classifier that 

concentrates on sentiment classification through the 

multilingual input data. Initially the data are collected 

and are classified based on the slang or an emotion 

and the words are converted into a standardized 

format utilizing transliteration process. A BiLSTM 

classifier is employed in this research for the effective 

classification of the sentiments from the multi-lingual 

tweets or reviews. The language of the conversation 

is identified and the slang words, emojis, and so on, 

in the reviews are converted into the standard 

presentation in the language identification and the 

conversion phase, which enables the easy 

identification of sentiments from the tweets. The 

main highlight of the research lies in the tuning of 

hyper-parameters of the classifier using the proposed 

SoEo algorithm. The major contribution of the 

research: 

SoEo Algorithm – A meta-heuristic algorithm: 

The SoEo algorithm is a meta heuristic swarm 

intelligence algorithm which is developed by the 

hybridization of the social condition and experience 

characteristics of coyote with descending 

characteristics of Eagle to prey in an effective manner. 

SoEo-based Deep BiLSTM classifier: Sentiment 

classification is performed using SoEo-based deep 

BiLSTM classifier, where the proposed SoEo 

algorithm is used to tune the hyperparameters of deep 

BiLSTM classifier, for boosting the classification 

accuracy.  

The organization of the manuscript follows: the 

review of the literature with the need for the 

sentiment classification model is enumerated in 

Section 2. The need of the proposed SoEo Algorithm-

based deep BiLSTM, algorithmic procedure and 

steps are detailed in Section 3. The analysis of the 

proposed sentiment classification model is elucidated 

in Section 4 and the conclusion is deliberated in 

Section 5. 

2. Motivation 

All In this section, the motivation behind the 

research is enumerated. The existing methods are 

concentrating mainly on single language processing 

and the challenges associated with the single 

language processing motivated to research on the 

multilingual sentiment analysis. 

2.1 Literature survey 

In recent years, the sentiment analysis plays an 

important role, but the contributions are always based 

on the English language. To make it more efficient 

R.Bhargava et al. [1] conveyed that by analyzing the 

text present in the reviews using multilingual 

sentimental analysis through text summarizing in 

machine learning, the information is utilized from 

less number of sentences, but the drawback is that 

regional languages are not included. 

Wehrmann et al. [17] developed a Language -

agnostic translation free method for Twitter 

sentiment analysis by implementing deep 

convolutional neural networks with character level 

embeddings for determining the polarity found in 
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different languages and it provided results of high 

accuracy with learnable parameters, but it requires a 

large dataset for training. 

Diverging from other old techniques Jain et al. 

[18] Created an advanced framework for the 

detection of emotions in multilanguage text data 

using emotion theories which deals with psychology 

and linguistics utilizing Intelligent text processing 

and computational linguistics and it is highly reliable 

for Computer human interaction, but the data like 

emoticons are not generally considered. 

Vilareset et al. [12] introduced an easy and 

replicable method named BabelSentiNet for 

automatically generating the SentiNet using 

statistical machine translation tools by creating a high 

coverage Sentinet version of the target language 

which is low in cost and high in speed, but when it 

comes to multiword the detection should be improved. 

Tianrong Rao et al.[19] aimed to utilize different 

levels of visual features from both global and local 

point of view by discovering the sentimental response 

of local regions using multi-level region-based 

Convolutional Neural Network. In the perspective of 

both local and global level, it works more efficiently, 

and it fails to recognize multiple emotions at the same 

time. 

Enduring technology of Deep Neural Network 

(DNN) motivated Linhui Sun et al.[20] to develop the 

DNN decision tree SVM model which can excavate 

deep emotion information as well as distinctive 

emotion features from easily confused emotions and 

it attains higher recognition rate, but it fails to find 

more distinctive features. 

Mario Graff et al. [6] contributed an SA System 

named EvoMSA which makes us unique from others 

while participating in various SA competitions 

through their characteristics such as domain 

independent and multilingual using language 

independent techniques by processing texts. The 

system has significant potential power to recognize 

multiple languages, but the sentence polarity 

prediction may skip some important information 

carried-on by the emoticons. 

Madani et al. [8] approached a new hybrid 

approach depending on the semantic similarity using 

the WordNet dictionary and the fuzzy logic with three 

important steps is as follows the fuzzification, the 

rule inference or aggregations and the defuzzification 

for classifying the tweets as positive, negative or 

neutral and this technique familiarizes the fuzzy logic 

and Hadoop framework for obtaining the opinion 

documents which work more efficient, accurate, 

recall, precision but the classification networks 

employed were ineffective, degrading the 

performance. 

Zera et al. [21] experimented and highlighted the 

ensemble learning effect using a majority voting 

technique for cross-corpus, multilingual speech 

emotion recognition system and it tackles the 

emoticons wisely, which leads to the global 

utilization of robots that is a complex process for 

detecting the emoticons from the sentiment. The 

major drawback of the method was that the 

recognition accuracy is less due to the poor 

performance of the classifier. 

2.2 Challenges 

The detailed need for the proposed sentiment 

prediction model is discussed below. It is a difficult 

task to extricate the text information from the 

conventional multi-lingual sentiment analysis using 

most of the classifiers.  

In conventional multi-lingual emotion 

recognition methods, the complexity of the process 

increases when it comes to the identification of 

emojis and slang words. 

Performance of the emotion recognition system is 

degraded when classification of the process is not 

involved in most of the cases. 

The stumbling block of the emotion recognition 

system is the high execution time due to the 

complicated training process. 

A lot of prediction models based on machine 

learning and deep learning are used, which suffer 

from the vanishing gradient issues and long-term 

information preservation act as the burden in existing 

multi-lingual sentiment analysis. Hence, this 

challenge is addressed through the usage of the 

optimized deep LSTM classifier. 

The major shortcoming of the existing methods 

relies in their inability to detect the sentence polarity 

from the multi-language chats particularly, in dealing 

with the emojis, slang words and so on. In this 

research, we aim at designing a sentiment prediction 

model from the multi-lingual conversation that 

includes the slang words, emojis, abbreviations, and 

so on. 

2.3 Proposed sentiment prediction model using 

the proposed hybrid optimization dependent 

BiLSTM classifier 

This research aims at developing a multilingual 

sentiment analysis model based on the key aspects of 

enlarged users in the social media, and to conquer the 

disadvantages of the single language analysis. 

Moreover, multilingual sentiment analysis allows us 

to extract the emotions from diverse users using 

different comments that accompany us to classify  
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Figure. 1 Representation of sentiment prediction model 

 

based on the sentimental polarity, such as positive 

and negative. Following the multilingual analysis 

[22], the initial step is to collect the input data from 

the comments or tweets provided by the user in the 

social media [23]. The raw data [24, 25] consists of 

the emojis, slang words, abbreviation, or any other tilt 

words, which are recognized, filtered, and converted 

into a standardized tagged data using the 

transliteration process. The features are extracted 

from the tagged data, which is then subjected to the 

sentiment classification using the SoEo algorithm 

based deep BiLSTM Classifier. Fig. 1 shows the 

block diagram for the proposed model of sentiment 

analysis from the multi-lingual data. 

3. Method 

3.1 Language identification and conversion 

i) Language Identification: In the multi-lingual 

environment, the substantial challenge is to identify 

the language for which initially, the language is 

recognized from the sentence, which is subjected to 

translation for identifying the sentiment as either 

positive or negative. There are several approaches for 

language identification, which includes the character 

analysis, short word approach, training using 

classifier, and dictionary-based approach. Trigrams 

and short word approach are also prominent 

techniques to identify language. It is peculiar to note 

that different languages possess different character 

sets, which supports the review process towards 

language identification. Though the techniques, like 

short-word approach, trigrams, dictionaries, and the 

classifiers, like naïve bayes are employed for 

language identification, code mixing between inter 

and intra-sentences and words is a challenge 

particularly, for any language encoder. 

In this research, language detection library in 

Python named langdetect-1.0.9 version is used for 

language identification, which supports 55 languages. 

ii) Data Normalization: The data normalization is 

performed on the multilingual data to process the 

abbreviations, emoticons, slang words, and so on. 

The informal words from the conversations are 

identified and converted into a standard format in 

order to effectively classify the sentiment.  

iii) Emotions: People can express their feeling 

through emoticons since it looks to be more attractive, 

colorful, inexpensive and expressive especially for 

teens. Individuals use emoticons to emphasize their 

feelings. The correct decoding of emoticons in 

sentimental analysis helps us to improve the accuracy 

rate of sentiment prediction. In this research, the 

emoticons are transformed to a standard form using 

the python library “emoji 1.5.0”. 
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iv) Slang word: Slang words are defined based on 

the culture, trend or a locality and the slang words are 

identified using the Slang dictionary. v) 

Transliteration: The texts that are obtained from the 

data normalization and language identification are 

subjected to the transliteration phase depending on 

the availability of the language resources and the 

sentimental analysis approaches employed for 

classification. Transliteration allows the conversion 

to the original script in order to classify the sentiment 

associated with the texts, generated from a sentence 

or conversation.  

3.2 Establishment of the feature vector 

The feature vector is established using the feature 

extraction, which boosts the classification 

performance through the presentation of the 

significant information from the input dataset. The 

polarity of the sentiment is classified based on the 

extracted features and in the case of multiple positive 

and negative words, it is difficult to assign equal 

importance to all words. To conquer this, the special 

words are selected based on the relevant part of the 

speech defined by the adjective, adverb or a verb that 

seems to be more effective in terms of the emotions. 

The features extracted from the input data is based on 

the TF-IDF feature, which defines the frequency of 

the meaningful words in the conversation. 

3.2.1. Term frequency-inverse document frequency 

(TF-IDF) features 

The TF-IDF feature is a common measure used 

for assigning importance to a word in the 

conversation and the measure is a combination of TF 

and IDF as given by, 

 

𝐼𝐷𝐹(𝑟, 𝑎) =
𝑙𝑜𝑔[(|𝑧|+1)

𝐷𝐹(𝑟,𝑧)+1
                    (1) 

 

where, 𝑟  represents a word and 𝑎  represents the 

sentence of a comment. (𝑇𝐹(𝑟, 𝑎))  represents the 

frequency of the word 𝑟  in the sentence 𝑎 and 

𝐷𝐹(𝑟, 𝑧) is the number of sentences that contains the 

word 𝑟.|𝑧| represents the total number of sentences 

present in the comments. 

 

𝑇𝐹 − 𝐼𝐷𝐹(𝑟, 𝑎, 𝑧) = 𝑇𝐹(𝑟, 𝑎). 𝐼𝐷𝐹(𝑟, 𝑧)     (2) 

 

TF-IDF is simply represented by the 

amalgamation of the product of TF and IDF features. 

The dimension of the feature vector is given by, 
[1 × 10000]. 

3.3 Proposed SoEo algorithm-based deep 

BiLSTM 

This section portrays the multilingual sentimental 

analysis module, which is performed using the 

proposed SoEo algorithm-based BiLSTM using the 

feature vector established from the input dataset. The 

architecture of BiLSTM classifier illustrates that the 

classifier not only saves the historical data but also 

investigates the input data in two directions (forward 

and backward), which grooves the significance of 

texts through considering all the inputs equally, 

accumulating all the context information and 

detecting the polarities. Thus, BiLSTM classifier 

gains significance in the sentiment analysis-related 

applications, when compared with the traditional 

recurrent neural networks [26]. 

3.3.1. Architecture of deep BiLSTM classifier 

BiLSTM classifier is basically utilized for the 

sentiment classification of the texts or comments 

obtained from the tweets or any other social media. 

The BiLSTM classifier consists of word encoding 

layer, BiLSTM layer, drop-out layer, and softmax 

layer, where each layer has unique function in 

classifying the sentiment.  The architecture of 

BiLSTM is represented in Fig. 2. 

i) Word Encoder layer: Word encoding is the 

representation of words with equal meaning in a 

unique manner. Consider a sentence 𝑆with sequence 

of tokens as, 

 

𝑇𝑖 = {𝐴𝑖1, 𝐴𝑖2, . . . , 𝐴𝑖𝑗 , . . . 𝐴𝑖𝑚}             (3) 

 

where, 𝐴𝑖𝑗 is the 𝑗𝑡ℎ  word in the 𝑖𝑡ℎ sentence and 

𝑚 represents the length of the sentence. The 

conversion of each word in the sentence to a 

dimensional vector is known as word embedding. 

The word embedding matrix 𝑊𝑚×𝑑 is constructed 

after all the words in the sentence are constructed 

using dimensional vector. Here, 𝑚 represents the 

length of the sentence and 𝑑  represents the 

embedding size. The parameter of the neural network 

model is represented by the word embedding matrix 

and the sentence can be encoded after giving the word 

embedding matrix as input to the BiLSTM layer. 

ii) Bi-LSTM Layer: The extension of the 

Recurrent Neural Network is termed as the LSTM, 

which has the capability to resolve the gradient 

vanishing or exploding problem in standard RNN. 

The LSTM neural networks are advanced than the 

standard RNN in architecture, which consist of three 

gates and a memory cell gate. In this classifier, 

forward and backward LSTM layers are used to  
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Figure. 2 Architecture of BiLSTM classifier 

 

process the results, where 𝐴 =

{𝐴1, 𝐴2, . . . . . , 𝐴𝑗, . . . . . , 𝐴𝑚}  represents the word 

vector in a sentence and 𝐻 =

{𝐻1, 𝐻2, . . . . . , 𝐻𝑗, . . . . . , 𝐻𝑚}  represents the hidden 

vector. The single LSTM can be computed as 

follows: 

 

𝐹𝑡 = 𝜎(𝑤𝑓 . 𝐶 + 𝐵𝐹)                      (4) 

 

𝐼𝑡 = 𝜎(𝑤𝑖). (𝐶 + 𝐵𝑐)                      (5) 

 

𝑂𝑡 = 𝜎|(𝑤𝑜. 𝐶 + 𝐵𝑜)|                      (6) 

 

𝑐𝑡 = 𝐹𝑡 × 𝑐𝑡−1 + 𝐼𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑤𝑐 . 𝐶 + 𝐵𝑐)          (7) 

 

𝐻𝑡 = 𝑂𝑡 × 𝑡𝑎𝑛ℎ(𝑐𝑡)                       (8) 

 

where, 𝑤𝐹 , 𝑤𝐼 , 𝑤𝑂  represents the weight matrices, 

𝐵𝐹 , 𝐵𝐼 , 𝐵𝑂 denotes the biases of the LSTM cells. 

𝜎represents the sigmoid function and ′. ′ represents 

the element wise multiplication. Here, 𝐴𝑡 and 𝐻𝑡 

represents the word embedding and hidden vector in 

the sentence 𝐻𝑛 . Forward LSTM evaluates the 

hidden vector 𝑓𝐻𝑡based on 𝑓𝐻𝑡−1 and the backward 

LSTM predicts the hidden vector 𝑏𝐻𝑡  based on 

𝑏𝐻𝑡−1 

 

𝑓𝐻 = {𝑓𝐻1, 𝑓𝐻2, . . . . . . . . . , 𝑓𝐻𝑚}           (9) 

 

𝑏𝐻 = {𝑏𝐻1, 𝑏𝐻2, . . . . . . . . . 𝑏𝐻𝑚}          (10) 

 

The output hidden vector 𝐻𝑡 is given by the 

product of the forward and backward vectors, which 

is represented as follows: 

 

𝐻𝑡 = {𝑓𝐻𝑡 , 𝑏𝐻𝑡}                      (11) 

 

Drop-out layer: The drop-out layer improves the 

generalization error and enhances the model 

performance through probabilistically skipping the 

nodes from activation and weight updation in order 

to manage the over-fitting issues associated with the 

deep learning networks. In this research, the dropout 

rate is fixed to be 0.01. Dense layer: The output from 

the LSTM layers is fed to the dense layer, which 

maps the extracted features in a confined output space 

of dimension equal to the output class. The dense 

layer is equipped with two neurons upon which the 

softmax activation function is applied to derive the 

probability of the individual class. The output from 

the BiLSTM model is represented as, 

 

𝐺
~

= 𝑠𝑜𝑓𝑡 𝑚𝑎𝑥(𝐴ℎℎ + 𝐽ℎ)                (12) 

 

The sentence can be represented in a high-level 

format by multiplying the weights of the word vector 

ℎalong with the hidden vector and the product is 

considered as the sentiment feature for sentiment 

polarity classification. Here 𝐺
~

denotes the predicted 

result through the model, 𝐴ℎ represents the weighted 

matrix and 𝐽ℎ stands for bias. 

3.3.2. Proposed SoEo algorithm for hyper-parameter 

tuning of BiLSTM classifier 

The proposed SoEo algorithm is a meta-heuristic, 

inspired by the hunting behavior of the bald eagles 

and the social condition of the coyotes, which 

exhibits the explorative behavior towards achieving a 

global optimal solution. Basically, the BES algorithm 
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[27] is a nature-inspired meta-heuristic algorithm that 

reflects the hunting strategy or clever conduct of bald 

eagles. The advantages of evolutionary and swarm 

technique are hybridized in the bald eagle 

optimization algorithm (BES) and the searching 

pattern of bald eagles outperforms any other 

optimizations in computational environment. 

However, during the hunting phase of the bald eagle, 

the eagles lose energy as the attempt fails for at-least 

20 times. Hence, the hunting phase is enhanced 

through hybridizing the characteristics of coyote [28], 

which is a nature-inspired algorithm possessing the 

adaptation behavior with respect to the social 

condition of the environment. Moreover, the 

experience characteristics of the coyotes is 

considered, which is hybridized with the Bald eagle. 

Thus, hybridizing both the characteristics minimize 

the error between the empirical data and optical 

parameter in the selection model. Therefore, the 

proposed algorithm exhibits the optimal hunting 

characteristics of the bald eagle and the social 

condition characteristics of the coyote, which bestow 

coherent and meticulous effects because the bald 

eagle always gets focused to lethargic and enervated 

prey, but the coyote spotlights on sturdy and canny. 

The process consists of mainly three stages: 

i. Hand-pick phase 

ii. Scavenge phase 

iii. Descending phase 

i) Hand-Pick Phase: In this stage, the bald eagle 

chooses a random space based on the previous 

information to hunt the prey. The bald eagle always 

took a place near to the previous search. The 

modeling of the hand-pick phase is represented as, 

 

𝑅𝑛𝑒𝑤,𝑘 = 𝑅𝑏𝑒𝑠𝑡 + 𝛿 × 𝑠(𝑅𝑚𝑒𝑎𝑛 − 𝑅𝑘)      (13) 

 

where,𝛿represents the parameter for controlling the 

changes in position and 𝑠 denotes a random number 

that takes the value between 0 and 1.𝑅𝑏𝑒𝑠𝑡  is the 

current search space selected by the eagle based on 

the information from previous search basis and 

𝑅𝑚𝑒𝑎𝑛 is the previous information collected by the 

bald eagle. The current movement of bald eagles is 

determined by multiplying the randomly searched 

prior information by 𝛿. 

ii) Scavenge Phase: In the search stage, bald 

eagles search for prey within the selected search 

space and move in different directions within a spiral 

space to accelerate their search. The scavenge phase 

is modelled as, 

 

𝑅𝑘,𝑠𝑐𝑎
𝑡+1 = 𝑅𝑘

𝑡 + 𝑖(𝑘)(𝑅𝑘
𝑡 − 𝑅𝑘+1

𝑡 ) 

+𝑗(𝑘)(𝑅𝑘
𝑡 − 𝑅𝑚𝑒𝑎𝑛

𝑡 )     (14) 

where, 𝑖(𝑘) =
𝑖𝑠(𝑘)

𝑚𝑎𝑥 |𝑖𝑠|
                  (15) 

 

𝑗(𝑘) =
𝑗𝑠(𝑘)

𝑚𝑎𝑥(|𝑗𝑠|)
                     (16) 

 

𝑖𝑠(𝑘) = 𝑠(𝑖) × 𝑠𝑖𝑛(𝜃(𝑘))            (17) 

 

𝑗𝑠(𝑘) = 𝑠(𝑖) × 𝑐𝑜𝑠(𝜃(𝑘))            (18) 

 

𝜃(𝑘) = 𝑏 × 𝜋 × 𝑟𝑎𝑛𝑑                (19) 

 

𝑠(𝑘) = 𝜃(𝑗) + 𝑃 × 𝑟𝑎𝑛𝑑              (20) 

 

𝑏 is the parameter and it takes the values from 5 

to 10 where it determines the corner between point 

search in the central point. 𝑃takes a value between 

0.5 and 2 for determining the number of search cycles. 

𝑏and 𝑃 notifies the shape when it changes the normal 

default spiral shape. The polar plot equation to 

represent the spiral behaviour is mentioned from (i-

iv). For providing the best solution mean values are 

used in order to cover intensification and 

diversification phases. The current social condition 

can be updated using the social condition and 

experience characteristics from the coyote 

optimization algorithm. The detail of the newly 

obtained model is represented by, 

 

𝑅𝑘,𝑐𝑜𝑦
𝑡+1 = 𝑅𝑘

𝑡 + 𝜆1𝜕1 + 𝜆2𝜕2             (21) 

 

where, 𝜕1and 𝜕2denote the alpha influence and pack 

influence. The updated equation is given by, 

 

𝑅𝑏𝑒𝑠𝑡 = 0.5(𝑅𝑘,𝑠𝑐𝑎
𝑡+1 + 𝑅𝑘,𝑐𝑜𝑦

𝑡+1 )          (22) 

 

𝑅𝑏𝑒𝑠𝑡 = 0.5 [

𝑅𝑘
𝑡 + 𝑖(𝑘)(𝑅𝑘 − 𝑅𝑘+1)

+𝑗(𝑘)(𝑅𝑘 − 𝑅𝑚𝑒𝑎𝑛)

+𝑅𝑘
𝑡 + 𝜆1𝜕1 + 𝜆2𝜕2

]     (23) 

 

𝑅𝑏𝑒𝑠𝑡 = 0.5 [

𝑅𝑘
𝑡 (2 + 𝑖(𝑘) + 𝑗(𝑘)) − 𝑖(𝑘)𝑅𝑘+1

𝑡

−𝑗(𝑘)𝑅𝑚𝑒𝑎𝑛

+𝜆1𝜕1 + 𝜆2𝜕2

](24) 

 

The scavenging phase is promoted using the 

proposed equation shown in Eq. (24), which 

increases the exploration phase by enhancing the 

convergence on to the global solution. 

iii) Descend Phase: In the descend stage, bald 

eagles swing from the best position to the search 

space to target their prey. But unfortunately, the prey 

couldn’t get spotted at the initial phase. Study shows 

that one in twenty will be the success rate of hunting 

the prey by the eagle which in turn causes an energy 



Received:  November 18, 2021.     Revised: February 14, 2022.                                                                                      486 

International Journal of Intelligent Engineering and Systems, Vol.15, No.2, 2022           DOI: 10.22266/ijies2022.0430.43 

 

loss during each phase. Since the energy loss of the 

eagle is proportional to the resting time, the number 

of phases must be reduced by spotting the prey 

correctly in order to save the energy. Energy 

optimization of this eagle is performed by enhancing 

the descending character by embedding the social 

condition of coyote. The integrated characteristics of 

the hunting and social conditioning are performed in 

a well-organized manner and the convergence rate is 

greatly improved. 

 

𝑅𝑘,𝑛𝑒𝑤 = 𝑟𝑎𝑛𝑑 × 𝑅𝑏𝑒𝑠𝑡 + 𝑖(𝑘)[𝑅𝑚𝑒𝑎𝑛 − 𝑢𝑖] 
+𝑗(𝑘)(𝑅𝑏𝑒𝑠𝑡 − 𝑢2)    (25) 

where, 

𝑢1. 𝑢2 ∈ [1,2] 
 

𝑖1(𝑘) =
𝑖𝑠(𝑘)

𝑚𝑎𝑥 |𝑖𝑠|
                       (26) 

 

𝑗1(𝑘) =
𝑗𝑠(𝑘)

𝑚𝑎𝑥(|𝑗𝑠|)
                      (27) 

 

𝑖𝑠(𝑘) = 𝑠(𝑖) × 𝑠𝑖𝑛ℎ(𝜃(𝑘))             (28) 

 

𝑗𝑠(𝑘) = 𝑠(𝑖) × 𝑐𝑜𝑠ℎ(𝜃(𝑘))             (29) 

 

To increase the movement intensity the best 

solution must be multiplied with random parameters 

u1 and u2. The polar coordinates of the spiral shape 

are represented in Eqs. (26) to (29). The integrated 

characteristics of the bald eagle and coyote are 

performed, and the convergence rate is improved by 

utilizing the equation below. 

 

𝑅𝑘,𝑛𝑒𝑤 = 0.5𝑅𝑘
𝑡 [𝑖(𝑘) − 𝑗(𝑘) + 1] 

+0.5 [
𝑟𝑎𝑛𝑑 × 𝑅𝑏𝑒𝑠𝑡 + 𝑖(𝑘)[𝑅𝑚𝑒𝑎𝑛 − 𝑢𝑖]

+𝑗(𝑘)(𝑅𝑏𝑒𝑠𝑡 − 𝑢2)
]   (30) 

 

The bald eagles lose energy in the descend phase 

because of the number of failure attempts in the 

preying process. Hence, there is a need for taking rest 

for the bald eagles to continue preying, which insists 

the need for enhancing the solution through 

enhancing the feature with the experience criterions 

and the social situation of the coyotes. Through the 

integration of this feature, the bald eagles look for the 

social condition of the preys while in the descend 

phase such that the number of the failure attempts of 

preying is reduced. Thus, the updated equation based 

on the experience and social condition of the preying 

is modelled as in Eq. (25). 

Algorithmic steps for SoEo algorithm based deep 

BiLSTM model: 

i) Initialization:  

Initially, the bald eagles are initialized as, 𝐽and 

the updation in each phases are repeated for the 

maximal iterations of 𝑦𝑚𝑎𝑥 . The population is 

denoted as, 

 

𝑅𝑘 ;(1 ≤ 𝑘 ≤ 𝐽)                      (31) 

 

ii) Determining the fitness functions: 

The solution is serviceable in terms of the fitness 

function such as accuracy, sensitivity and specificity 

that is given by, 

 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 =
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦+𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦+𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

3
     (32) 

 

where, accuracy is the closeness of the true value, 

sensitivity is the quality of being sensitive, and 

specificity refers to the ability to correctly identify the 

parameters. The fitness function should be the 

maximum of the optimal solution that should boost 

up the performance. iii) Solution update at different 

stages in algorithm: 

 

Case1: 𝑅𝑛𝑒𝑤,𝑘 = 𝑅𝑏𝑒𝑠𝑡 + 𝛿 × 𝑠(𝑅𝑚𝑒𝑎𝑛 − 𝑅𝑘). 

 

The first case describes regarding the hand-pick 

phase, where the area for searching is selected 

depending upon the previous search information.  

 

Case2: 𝑅𝑘 = 𝑅𝑘 + 𝑖(𝑘) × (𝑅𝑘 − 𝑅𝑘+1) + 𝑗(𝑘) ×
(𝑅𝑘 − 𝑅𝑚𝑒𝑎𝑛). 

 

The second case is regarding the scavenge phase, 

where a new area is gleaned from the spiral search 

and the random number is engendered using axes and 

movements. When the solution moves towards the 

centre point or towards the next point, the new point 

for hunting is guesstimated. 

 

Case3:  

𝑅𝑘,𝑛𝑒𝑤 = 𝑟𝑎𝑛𝑑 × 𝑅𝑏𝑒𝑠𝑡 + 𝑖1(𝑘) × (𝑅𝑘 − 𝑢1 ×
𝑅𝑚𝑒𝑎𝑛) + 𝑗1(𝑘) × (𝑅𝑘 − 𝑢2 × 𝑅𝑏𝑒𝑠𝑡). 

 

Finally, the descend phases commences, where 

the descending stage begins when the prey is spotted 

and then, the suitable best solution is implemented. 

iv) Re-evaluation of the Fitness: 

The fitness is evaluated for the solutions such that 

if the fitness of the new solution is better than the 

fitness of the solution in the previous iteration then, 

the new solution is retained. In short, the solution that 

contributes to the maximal value of the fitness is 

declared as the best solution of the iteration. 

v) Termination: 

The steps are repeated for the maximal number of 

the solutions and the best solution is declared. 
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Algorithm 1. Pseudo code for proposed SoEo algorithm 

based deep BiLSTM 

 Proposed SoEo Algorithm 

 Input: 𝑅𝑘 ;(1 ≤ 𝑘 ≤ 𝐽) 

 Output: 𝑅𝑘,𝑛𝑒𝑤 

1 Randomly initialize point 𝑹𝒌 from 𝒌 point.
 

2 Calculate the fitness values of initial point 𝑅𝑘
 

3   While (𝑦 = 𝑦𝑚𝑎𝑥 ) (Termination conditions are 

not met) 

        #Hand-pick space 

4                      For(each point 𝑘 in the population) 

5 
                                 

𝑅𝑛𝑒𝑤,𝑘 = 𝑅𝑏𝑒𝑠𝑡 + 𝛿 ×

𝑠(𝑅𝑚𝑒𝑎𝑛 − 𝑅𝑘)
 

6 
                                   

𝑖𝑓𝑓(𝑅𝑛𝑒𝑤) < 𝑓(𝑅𝑘)
 

7 
                                                             

𝑅𝑘 = 𝑅𝑛𝑒𝑤
 

8 
                                   

𝑖𝑓𝑓(𝑅𝑛𝑒𝑤) < 𝑓(𝑅𝑏𝑒𝑠𝑡)
 

9 
                                                         

𝑅𝑏𝑒𝑠𝑡 = 𝑅𝑛𝑒𝑤
 10 End if 

11 End if 

12 End for 

 #Search in space 

13   For(each point 𝑘 in the sentence)
 

14 𝑅𝑏𝑒𝑠𝑡 = 0.5[𝑅𝑘
𝑡 (2 + 𝑖(𝑘) + 𝑗(𝑘)) − 𝑖(𝑘)𝑅𝑘+1

𝑡

− 𝑗(𝑘)𝑅𝑚𝑒𝑎𝑛 + 𝜆1𝜕1 + 𝜆2𝜕2] 

15 
                               

𝑖𝑓𝑓(𝑅𝑏𝑒𝑠𝑡) < 𝑓(𝑅𝑘)
 

16 
                                                

𝑅𝑘 = 𝑅𝑏𝑒𝑠𝑡
 

17 
                             

𝑖𝑓𝑓(𝑅𝑛𝑒𝑤) < 𝑓(𝑅𝑏𝑒𝑠𝑡)
 

18 
                                                   

𝑅𝑏𝑒𝑠𝑡 = 𝑅𝑛𝑒𝑤
 

19                                End if 

20                                End if 

21                 End for 

 # Descend Phase 

22 For(each point 𝑘 in the sentence) 
 

23 
            

𝑅𝑘,𝑛𝑒𝑤 = 𝑟𝑎𝑛𝑑 × 𝑅𝑏𝑒𝑠𝑡 + 𝑖1(𝑘) × (𝑅𝑘 −

𝑢1 × 𝑅𝑚𝑒𝑎𝑛) + 𝑗1(𝑘) × (𝑅𝑘 − 𝑢2 × 𝑅𝑏𝑒𝑠𝑡) 

24 
                 

𝑖𝑓𝑓(𝑅𝑛𝑒𝑤) < 𝑓(𝑅𝑘)
 

25 
                                    

𝑅𝑘 = 𝑅𝑛𝑒𝑤
 

26 
                  

𝑖𝑓𝑓(𝑅𝑛𝑒𝑤) < 𝑓(𝑅𝑏𝑒𝑠𝑡)
 

27 
                                      

𝑅𝑏𝑒𝑠𝑡 = 𝑅𝑛𝑒𝑤
 

28                   End if 

29                    End if 

30 End for 

31 𝐴𝑠𝑠𝑖𝑔𝑛𝑦 = 𝑦 + 1
 

32 END WHILE 

4. Result and discussion  

The sentiment present in the comments is 

analyzed in order to predict the polarity of the model 

so that the promotion of a product or growth of 

organization can be achieved. The proposed SoEo 

deep-BiLSTM is implemented using Sentiment 140 

dataset and Twitter Sentiment Analysis Dataset. The 

experimental results are enumerated in the following 

section in order to prove their efficiency. 

4.1 Experimental setup 

The experiment is implemented in Python and 

Pycharm and the system configuration of the 

experiment includes Python 3.7.6 and Pycharm 2020-

Community Edition running in Windows 10 

operating system with 8 GB RAM memory. 

4.2 Performance metrics 

The performance metrics is used to analyze the 

performance of the proposed model in the sentiment 

classification using the multilingual dataset. 

Accuracy: The accuracy can be defined as the 

state of being correct in the case of classification, 

which in other words is defined as the ratio of the sum 

of total true positives and true negatives to the sum of 

all total positive and negative samples as given by, 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑝𝑜𝑠+𝑇𝑛𝑒𝑔

𝑇𝑝𝑜𝑠+𝑇𝑛𝑒𝑔+𝐹𝑝𝑜𝑠+𝐹𝑛𝑒𝑔
         (33) 

 

Precision: The percentage of the relevant 

instances or true positives to the total positives is 

referred as precision, which is given by, 

 

𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑝𝑜𝑠

𝑇𝑝𝑜𝑠+𝐹𝑝𝑜𝑠
                  (34) 

 

Recall: Recall is the ratio of the total positives to 

the sum of the total positives and negatives as given 

by, 

𝑅𝑒 𝑐 𝑎𝑙𝑙 =
𝑇𝑝𝑜𝑠

𝑇𝑝𝑜𝑠+𝐹𝑛𝑒𝑔
                   (35) 

 

F1 Measure: The F1 measure is defined as the 

harmonic mean of the precision and sensitivity as 

given by, 

 

𝐹1𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = (2 × 𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙) 

/ (𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙)   (36) 

4.3 Performance analysis 

4.3.1. Performance analysis using sentiment 140 

dataset 

Fig. 3 illustrates the performance analysis of the 

proposed SoEo deep-BiLSTM in terms of accuracy, 

precision, recall, and F1 measure by varying the 

epochs. The Proposed SoEo deep-BiLSTM performs 

better in the accuracy rate when the training dataset 

of varying epoch 20, 40, 60, 80, 100 are provided 

which can be proved by providing the sample values 

obtained when the epoch is at 100 the values are 

79.020 %, 82.872 %, 86.148 %, 88.196 %, 96.687 % 

respectively. Similarly, when it trained with 90% of  
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(a) (b) 

  
(c) (d) 

Figure. 3 Parameters for analyzing the performance of proposed SoEo deep-BiLSTM using Sentiment 140 dataset: (a) 

Accuracy, (b) Precision, (c) Recall, and (d) F1 measure 
 

  
(a) (b) 

  
(c) (d) 

Figure. 4 Parameters for analyzing the performance of proposed SoEo deep-BiLSTM using twitter sentiment analysis 

dataset: (a) Accuracy, (b) Precision, (c) Recall, and (d) F1 measure 
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training data the values obtained for precision are 

83.486 %, 83.878 %, 85.060 %, 91.920 %, 98.000 % 

respectively. Likewise, the recall evaluated for the 

epoch values are 79.016 %, 83.488 %, 86.109 %, 

93.341 %, 97.4592 % respectively. Eventually the F1 

is measured for the aforementioned epoch value is 

enumerated as follows 74.396 %, 84.777 %, 

85.809 %, 88.234 % and 95.107 % respectively. 

4.3.2. Performance analysis using twitter sentiment 

analysis dataset 

Fig. 4 illustrates the performance analysis of the 

proposed SoEo deep-BiLSTM in terms of accuracy, 

precision, recall and F1 measure by varying the 

epochs. The analysis of the proposed SoEo deep-

BiLSTM in terms of the accuracy by varying the 

epoch 20, 40, 60, 80, and 100 with 80% of training 

data are 76.158 %, 86.206 %, 88.523 %, 92.932 %, 

95.670 % respectively, which is depicted in Fig. 4 (a). 

Similarly, the precision evaluated by the proposed 

method with 60% of training data by varying the 

epoch 20, 40, 60, 80, and 100 is 69.405 %, 74.002 %, 

78.482 %, 82.052 %, 87.517 % respectively, which is 

illustrated in Fig. 4 (b). Likewise, the recall evaluated 

by the proposed SoEo deep-BiLSTM with 80% of 

training data with the epoch 20, 40, 60, 80, and 100 

is 84.76 %, 85.91 %, 94.57 %, 96.08 %, 96.87 % 

respectively, which is shown in Fig. 4 (c). Finally, the 

F1 measure for the various epoch values 20 ,40, 60, 

80, 100 is 75.88 %, 80.13 %, 84.30 %, 87.70 %, 

93.91 % respectively shown in Fig. 4 (d). 

4.4 Comparative methods 

The methods used for the comparison includes 

Naïve Bayes [29], XG Boost [30], Random Forest 

[31], Decision tree [32], Valance based Lexicon 

model [33], Deep BiLSTM [34], Coyote based deep 

BiLSTM [35], BES based deep BiLSTM [36], which 

are compared with the proposed method. These 

existing machine learning classifiers are employed 

for the comparative analysis through the comparative 

discussion of the proposed method with the existing 

methods based on the performance measures to 

justify the effectiveness of the proposed method. The 

proposed classifier is the hybrid approach of BES and 

coyote and hence, the comparison shows the results 

of BES and coyote along with the machine learning 

models, like Naïve bayes, decision tree, random 

forest, and lexicon approach against the deep 

BiLSTM classifier. 

4.5 Comparative analysis 

In this analysis the comparison is made using the 

sentiment 140 dataset and twitter sentiment analysis 

dataset where the parameters accuracy, precision, 

recall, and f1 measures are considered to reveal the 

importance of the proposed method. 

4.5.1. Comparative analysis using the sentiment 140 

dataset 

Fig. (5) shows the comparative analysis of the 

methods using sentiment 140 dataset. The accuracy, 

precision, recall, and F1 measures are depicted in the 

Fig. 5(a), 5(b), 5(c), and 5(d) respectively. The 

accuracy rate of methods such as Naïve Bayes, XG 

Boost, Random Forest, Decision tree, Valance based 

Lexicon model, Deep BiLSTM, Coyote based deep 

BiLSTM, BES based deep BiLSTM and proposed 

SoEo deep-BiLSTM is 72.394 %, 75.214 %, 

78.631 %, 84.351 %, 84.904 %, 86.415 %, 88.147 %, 

88.474 %, and 91.265 % respectively when the 

training percentage is 90%. Similarly for the 

precision, the percentage of the methods Naïve Bayes, 

XG Boost, Random Forest, Decision tree, Valance 

based Lexicon model, Deep BiLSTM, Coyote based 

deep BiLSTM, BES based deep BiLSTM and 

proposed SoEo deep-BiLSTM is 68.153 %, 70.086 %, 

76.129 %, 78.585 %, 85.004 %, 86.179 %, 87.923 %, 

90.147 %and 90.400% respectively. Furthermore, the 

recall percentage of the methods Naïve Bayes, XG 

Boost, Random Forest, Decision tree, Valance based 

Lexicon model, Deep BiLSTM, Coyote based deep 

BiLSTM, BES based deep BiLSTM is 67.594%, 

76.638 %, 78.332 %, 82.232 %, 87.162 %, 87.558 %, 

88.298 %, 88.917 %, 91.780 % for 90% of training. 

At last the F1 measure of the training dataset 

corresponding to the methods Naïve Bayes, XG 

Boost, Random Forest, Decision tree, Valance based 

Lexicon model, Deep BiLSTM, Coyote based deep 

BiLSTM, BES based deep BiLSTM and proposed 

SoEo deep-BiLSTM for 90% of training set is listed 

as 65.188 %, 71.091 %, 75.473 %, 77.265 %, 

82.240 %, 85.391 %, 88.833 %, 89.535 % and 

90.871 % respectively. 

4.5.2. Comparative analysis using twitter sentiment 

analysis dataset 

Fig. 6 shows the performance analysis of the 

methods using Twitter sentiment analysis dataset. 

The accuracy rate of the methods Naïve Bayes, XG 

Boost, Random Forest, Decision tree, Valance based 

Lexicon model, Deep BiLSTM, Coyote based deep 

BiLSTM, BES based deep BiLSTM and proposed 

SoEo deep-BiLSTM and proposed SoEo deep- 
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(a) (b) 

  
(c) (d) 

Figure. 6 Parameters to compare the proposed SoEo deep-BiLSTM using twitter sentiment analysis dataset: (a) 

Accuracy, (b) Precision, (c) Recall, and (d) F1 measure 

 

BiLSTM is given as 71.251 %, 72.836 %, 85.712 %, 

86.260 %, 88.387 %, 89.143 %, 89.268 %, 89.856 % 

and 91.572 % for 90 % of training data. 

Correspondingly the precision rate of the Naïve 

Bayes, XG Boost, Random Forest, Decision tree, 

Valance based Lexicon model, Deep BiLSTM, 

Coyote based deep BiLSTM, BES based deep 

BiLSTM methods and proposed SoEo deep-BiLSTM 

is given by 65.699 %, 68.917 %, 70.132 %, 75.743 %, 

82.083 %, 82.883 %, 85.031 %, 88.971 %, 89.196 % 

respectively. Comparably the recall rate of the 

methods Naïve Bayes, XG Boost, Random Forest, 

Decision tree, Valance based Lexicon model, Deep 

BiLSTM, Coyote based deep BiLSTM, BES based 

deep BiLSTM and proposed SoEo deep-BiLSTM is 

given by 73.559 %, 85.062 %, 85.798 %, 87.526 %, 

88.758 %, 88.962 %, 90.259 %, 90.967 % 

respectively. Finally, the f1 measure is given as 

63.721 %, 70.770 %, 74.130 %, 74.505 %, 76.033 %, 

76.221 %, 82.249 %, 87.402 % and 89.019 % for the 

methods Naïve Bayes, XG Boost, Random Forest, 

Decision tree, Valance based Lexicon model, Deep 

BiLSTM, Coyote based deep BiLSTM, BES based 

deep BiLSTM and proposed SoEo deep-BiLSTM. 

4.6 Comparative discussion 

This section deliberates the methods employed 

for the prediction of sentiment based on the tweets or 

comments. The methods utilized for the comparison 

are Naïve Bayes, XG Boost, Random Forest, 

Decision tree, Valance based Lexicon model, Deep 

BiLSTM, Coyote based deep BiLSTM, BES based 

deep BiLSTM which are analysed from the basic 

level of the sentiment prediction. The parameters 

used for the proposed method are assigned from the 

dataset of sentiment 140 dataset and Twitter 

sentiment analysis dataset. While the training is 

performed for all the methods the results shows that 

the parameters such as accuracy, precision, recall and 

F1 measure are increased leads to the greater 

improvement in the prediction of the sentiment. 

5. Conclusion 

The research on the BiLSTM classifier for 

sentiment prediction utilizing the available data is 

implemented and analyzed in this paper. The 

significance of the project is based on the proposed 

meta-heuristic nature inspired algorithm named SoEo 

algorithm which predicts the sentiment based on the  
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Table 1. Comparative discussion  

Methods 

Sentiment 140 dataset Twitter sentiment analysis dataset 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

Measure 

(%) 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1 

Measure 

(%) 

Naïve 

Bayes 

65.188 

 

72.394 

 

68.153 

 

67.594 

 

71.251 

 
65.699 73.559 

63.721 

 

XG Boost 
71.091 

 

75.214 

 

70.086 

 

76.638 

 
72.836 

68.917 

 

85.062 

 

70.770 

 

Random 

Forest 
75.473 

78.631 

 

76.129 

 

78.332 

 
85.712 

70.132 

 

85.798 

 

74.130 

 

Decision 

tree 

77.265 

 

84.351 

 

78.585 

 

82.232 

 
86.260 

75.743 

 

87.526 

 

74.505 

 

Valance 

based 

Lexicon 

model 

82.24 

 

84.904 

 

85.004 

 

87.162 

 
88.387 

82.083 

 

88.758 

 

76.033 

 

Deep 

BiLSTM 

85.391 

 

86.415 

 

86.179 

 

87.558 

 
89.143 

82.883 

 

88.962 

 

76.221 

 

Coyote 

based deep 

BiLSTM 

88.833 

 

88.147 

 

87.923 

 

88.298 

 
89.268 

85.031 

 

90.259 

 

82.249 

 

BES based 

deep 

BiLSTM 

89.535 

 

88.474 

 

90.147 

 

88.917 

 
89.856 88.971 90.967 87.402 

Proposed 

SoEo 

deep-

BiLSTM 

91.265 90.400 91.780 90.871 91.572 89.196 91.551 89.019 

 

polarity of the data. The classifier train and classify 

the data in bidirectional is a add on benefit to the 

research which utilizes all the information’s given on 

the data and the performance is compared with 

various other standard classification models. The 

analysis of the sentiment is carried through the 

classifier using the sentiment 140 dataset and Twitter 

sentiment analysis dataset and the performance 

metrics accuracy, precision, recall and F1 measure 

are examined. The performance characteristics shows 

that the proposed model obtained an accuracy of 

91.572 %, precision of 89.196 %, recall of 91.551 % 

and F1 measure of 89.019% which will be more 

efficient compared to the state-of-art methods. 
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