
Received:  July 16, 2021.     Revised: October 4, 2021.                                                                                                      85 

International Journal of Intelligent Engineering and Systems, Vol.15, No.1, 2022           DOI: 10.22266/ijies2022.0228.09 

 

 
Hybrid Feature Selection with Parallel Multi-Class Support Vector Machine for 

Land Use Classification 

 

Bharani Basapathy Rudra1*          Gururaj Murtugudde2 

 
1Department of Information Science & Engineering, Cambridge Institute of Technology, Bangalore, India 

2Department of Computer Science & Engineering, Sapthagiri College of Engineering, Bangalore, India 

* Corresponding author’s Email: bharanisuri@gmail.com 

 

 
Abstract: Land use classification in remote sensing is required in various applications like natural resource 

management, urban mapping and agriculture etc. Existing methods in the Land use classification which has the 

limitation of overfitting problem due to the improper feature selection in the method. In this research, the hybrid feature 

selection methods with Parallel Multi-Class Support Vector Machine (MSVM) is proposed to improve the land use 

classification performance. The UC Merced and AID datasets were applied to validate the performance of the hybrid 

feature selection method with the parallel MSVM method. The input images were applied in Histogram Equalization 

to enhance the image quality which removes the artifacts in the preprocessing stage. The Speeded Up Robust Feature 

(SURF), Local Ternary Pattern (LTP), Discrete Wavelet Transform (DWT) were applied for feature extraction. The 

extracted features are applied to hybrid feature selection of Particle Swarm Optimization (PSO) and Grey Wolf 

Optimization (GWO) method to select the relevant features. The hybrid feature selection method has the advantages 

of good convergence with higher efficiency in search analysis. The PSO model provided good search exploration to 

find better solution and GWO method has good convergence of local and global solution. The hybrid method has 

effective exploration and exploitation for the feature selection. The proposed hybrid features with the MSVM method 

have 99.15 % accuracy and the existing SVM has 94 % accuracy in land use classification. 

Keywords: Grey wolf optimization (GWO), Land use classification, Parallel multi-class support vector machine 

(MSVM), Particle swarm optimization (PSO), Speeded up robust feature (SURF). 

 

 

1. Introduction 

Land cover is the pattern analysis of the human 

activities and ecological resources in various Earth’s 

surface regions and this type of data supporting land 

management, and many environmental sciences at 

global, local and regional scales. Considering Land 

cover information is important in environmental 

sustainability research and global change, land cover 

datasets were created at various scales [1-3]. The 

classification of land cover like airport, residential, a 

wetland is challenging due to the presence of 

complex heterogeneous land cover [4]. This Land use 

classification provides a series of semantic classes 

that assist in the land cover information in remote 

sensing images. Land use classification is required in 

many applications like natural resource management, 

precision agriculture, target detection, and urban 

mapping. Recently, various researches have been 

carried out in land use classification for feature 

representation and classification tasks for land use 

classification [5]. Remote sensing classification 

consists of two aspects, a feature extractor that 

provides discriminative feature vectors from the 

transform of special, spectral, and temporal data, and 

a classifier that labels each data based on feature 

representation [6-8].  

Land use classification is based on low-level 

visual features to represent the region of interest in 

the images and low-level features are either global or 

local features. The global features are extracted from 

the images like shape, texture, color (spectral) 

features. Local features are extracted from the image 

patches based on the point of interest [9, 10]. 

Standard classification methods like Random Forest 
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(RF), Support Vector Machine (SVM), and K-

Nearest Neighbor (KNN) have been successfully 

applied in various image classifications [11]. SVM 

method has a low sensitivity to high dimensions and 

provides better performance in pattern recognition 

applications [12]. Existing methods have the 

limitation of overfitting problem in the Land use 

classification which affects the performance [13]. In 

this research, the hybrid feature selection with the 

Parallel MSVM method is applied to improve the 

classification performance of Land use in remote 

sensing. The PSO method improves the exploration 

of the search and GWO method increases the 

exploitation of the search. The selected features are 

applied in parallel MSVM to improve the 

classification performance. The AID and UC Merced 

datasets were used to validate the performance of the 

model. 

The organization of the paper is given as follows: 

a literature survey of the existing land use 

classification is given in Section 2. The explanation 

of the proposed method is given in Section 3 and the 

simulation setup is given in Section 4. The conclusion 

of this paper is given in Section 5. 

2. Literature survey 

Remote Sensing classification is required in 

many applications like environment monitoring, 

urban planning, classification of land use/land cover, 

etc. Various methods were applied in remote sensing 

classification to improve the efficiency of the 

classification. Recently, some of the researches in the 

Remote sensing classification was reviewed in this 

section. 

Wang [14] proposed Attention Recurrent 

Convolutional Network (ARCNet) method for 

remote sensing classification. High-level features are 

extracted from the key location or region of the 

images where less information is extracted from other 

locations. High-level semantic features were 

extracted using ARCNet and several simplex vectors 

are applied on spatial features for the reduction of 

learning parameters. ARCNet adaptively selects the 

series of Attention regions and generates the 

powerful prediction based on sequential learning. 

The ARCNet method is tested with the UC Merced 

Land Use dataset in remote sensing classification. 

The ARCNet has the limitation of lower performance 

in imbalance data and has an overfitting problem. 

Mahdianpari [15] applied various deep learning 

methods like InceptionResNetV2, ResNet50, 

Xception, VGG19, VGG16, InceptionV3, and 

DenseNet121 in wetland mapping of Canada. The 

deep learning methods performance is tested based 

on the UC Merced Land Use dataset. The 

performance of CNN is compared with standard 

classifiers like Random Forest and Support Vector 

Machine (SVM). Five spectral bands fully-trained 

convnets have higher performance than other 

methods. The InceptionResNet V2 has a higher 

performance in wetland classification than other 

methods in the analysis. The developed method has a 

lower performance in multi-class classification in 

large datasets.  

Zhang [16] proposed Capsule Network (CapsNet) 

that applies the neurons group as vector or a capsule 

in Traditional Neural Network. The feature spatial 

information with the properties is encoded in the 

neural network to improve the classification 

performance. CNN is applied for the initial feature 

map extractor where the fully trained CNN is applied 

for the feature extraction. The CapsNet uses the 

selected features to provide the final classification 

results. The CNN-CapsNet method is tested on the 

AID and UC Merced Land used dataset. The CNN-

CapsNet method has the limitation of overfitting 

problem in the classification that affects the 

performance. 

Zhang [17] proposed Object-based CNN 

(OCNN) for the classification of remote sensing 

images. OCNN method depends on the segmented 

object as it performs on functional units instead of 

pixel-wise convolution processes. CNN analyses and 

label object based on the partition of between-object 

variation and within an object. Two CNN structures 

with various model structures and window sizes are 

developed to predict linear-shaped objects and 

general objects. OCNN methods with small and large 

window sizes perform higher when compared to 

other CNN methods. The OCNN model has a lower 

performance in detecting the smaller object in the 

remote sensing images. 

Chaib [18] proposed Pretrained Visual Geometry 

Group Network (VGG-Net) to extract information 

features from the remote sensing images. The VGG-

Net fully connected layer is applied as a separated 

feature discriminator and Discrimination Correlation 

Analysis (DCA) is applied as a feature fusion method. 

The VGG-Net model was tested on the UC Merced 

dataset to evaluate the performance in remote sensing 

classification. Raw deep features based on the feature 

fusion method provide higher performance in the 

classification. The developed method has the 

limitation of overfitting problem that affects the 

performance of the method.  
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Figure. 1 The hybrid feature selection with Parallel 

MSVM model block diagram 

3. Proposed method 

The hybrid feature selection with the Parallel 

MSVM method is proposed to improve the 

performance of Land use classification in Remote 

sensing. In Pre-processing, Histogram equalization is 

applied to enhance the image quality and remove the 

artifacts in images. The SURF, LTP, and DWT 

features were extracted from the pre-processed image. 

The hybrid of the PSO and GWO methods is applied 

to select the relevant features for the classifier. The 

selected features were applied to MSVM and the 

classification is performed parallel based on the 

Parallel Computation Toolbox of MATLAB. The 

overall diagram of the proposed method is shown in 

Fig. 1. 

3.1 Histogram equalization – pre-processing 

The histogram Equalization method is applied to 

enhance the quality of the images and remove 

unwanted artifacts of the input images. Sometimes, 

the input images don’t provide clear information 

about the images and this degrades the quality of the 

results of the model. The contrast enhancement 

method helps to maintain the image with natural 

aspects and smoothness in the image. Histogram 

Equalization [19] is applied to improve the 

visualization by preserving the details. 

According to Eq. (1), the Histogram Equalization 

maps the intensity level of input 𝑖 to its output level 

𝑋𝑖. 

 

𝑋𝑖 = (𝑁 − 1) × 𝐶𝑋(𝑖)                    (1) 

 

Where the image total intensity levels are 

represented as 𝑁  and a cumulative histogram is 

represented as 𝐶𝑋(𝑖) . This method is suitable to 

continue the intensity levels of images and equalizes 

the histogram. 

3.2 Feature extraction 

The SURF, LTP and DWT feature extraction 

methods were applied in this method for the feature 

representation. 

3.2.1. SURF method 

The SURF method provides the effective feature 

information [20] and the SURF method process is 

described as follows. 

 

Step 1: The Hessian matrix is given in Eq. (2). 

 

𝐻(𝐿(𝑥, 𝑦), 𝜎) = [

𝜕2𝐿

𝜕𝑥2

𝜕2𝐿

𝜕𝑥𝜕𝑦

𝜕2𝐿

𝜕𝑥𝜕𝑦

𝜕2𝐿

𝜕𝑦2

]              (2) 

 

Where second-order derivative of Gaussian 

convolution is given as 𝐿(𝑥, 𝑦)  with input signal 

𝑓(𝑥, 𝑦) and the Gaussian filter variance is denoted as 

𝑔(𝑥, 𝑦, 𝜎) is 𝜎2. 

The second order of Gaussian derivatives are 

transformed to box filters and second-order of 

Gaussian derivatives approximation is denoted as 

𝐷𝑥𝑥, 𝐷𝑦𝑦, 𝐷𝑥𝑦 , to simplify the Hessian matrix 

determinants computation. The Hessian matrix 

determinants approximation is given in Eq. (3). 

 

det(𝐻𝑎𝑝𝑝𝑟𝑜𝑥) = 𝐷𝑥𝑥𝐷𝑦𝑦 − (𝜔𝐷𝑥𝑦)
2
        (3) 

 

Where, the weighted coefficient is denoted as 𝜔. 

Step 2: Scaled varied box filter is applied to 

construct the image pyramid. The starting filter size 

is set as 9 × 9 along with the filter size 𝐿 in SURF is 

calculated using Eq. (4). 

 

𝐿 = 3 × (2𝑜𝑐𝑡𝑎𝑣𝑒 × 𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 + 1)           (4) 

 

Where Octave value and interval start from 1. 



Received:  July 16, 2021.     Revised: October 4, 2021.                                                                                                      88 

International Journal of Intelligent Engineering and Systems, Vol.15, No.1, 2022           DOI: 10.22266/ijies2022.0228.09 

 

The 2D Gaussian kernel filtering is approximated 

using size 𝐿 integral images, which is given in Eq. (5). 

 

𝜎 = 𝜎0 ×
𝐿

9
                              (5) 

 

Step 3: In the image pyramid, interest points were 

located using Non-Maximal Suppression is applied in 

3 × 3 × 3  neighborhood. Every pixel is compared 

with 26 remaining pixels which consist of two nine 

pixels above and below the scale layer which has 

eight pixels’ scale layer. If the pixel value is more 

than neighbor values, then the pixel is considered an 

interesting point. 

Step 4: The SURF descriptor is generated and 

interest points dominant orientation is obtained based 

on the SURF descriptor. The Haar wavelet transform 

is applied to calculate the SURF descriptor. 

3.2.2. Local ternary pattern (LTP) 

The LTP consists of 3-valued codes as (−1, 0, 1) 

and the texture operator is robust to noise. The LTP 

mathematical expression is given in Eq. (6). 

 

𝐿𝑇𝑃𝑃,𝑅 = ∑ 2𝑝𝑠(𝑖𝑝 − 𝑖𝑐)𝑃−1
𝑝=0 , 𝑠(𝑥) = 

{
1, 𝑥 ≥ 𝑡,
0, −𝑡 < 𝑥 < 𝑡,

−1, 𝑥 < −𝑡,
                      (6) 

 

Where user threshold is denoted as 𝑡 , and 𝑃 , 

𝑖𝑐 , 𝑖𝑝, 𝑅, are defined. The lower and upper pattern are 

coded and constructed after the threshold step. The 

upper and lower pattern code concatenation is the 

LTP operator. 

3.2.3. Discrete wavelet transform 

DWT provides the time resolution and frequency 

information in the input images based on the ability 

of localization. DWT revealed local characteristics of 

the input image and provides feature degradation [21]. 

DWT achieves improved information of low and high 

frequency for short and long time windows. The 

DWT is widely used to analyze non-stationary 

signals. The DWT mathematical formula is provided 

in Eq. (7). 

 

𝐷𝑊𝑇(𝑗, 𝑘) =
1

√|2𝑗|
∫ 𝑥(𝑁)

∞

−∞
𝜇 (

𝑁−2𝑗𝐾

2𝑗 ) 𝑑𝑁     (7) 

 

Where 𝜇  denotes the wavelet function, 𝑥(𝑁) 

denotes the actual wavelet, and scaling shift 

parameters is denoted as 2𝑗 and 2𝑗𝐾. 

3.3 Feature selection 

The PSO and GWO are applied for the feature 

selection process and the hybrid method has the 

advantages of good convergence and better search 

efficiency. 

3.3.1. Particle swarm optimization 

The PSO consists of some parameters and 

definitions in the optimization process and starts with 

an initial random population, named particles [22]. 

Each particle consists of solutions for the main 

problem and process in 𝑛-dimensional space. Each 

particle consists of velocity 𝑉𝑖
𝑘 =  (𝑉𝑖1

𝑘 , 𝑉𝑖2
𝑘 , . . . , 𝑉𝑖𝑛

𝑘 ) 

and position 𝑥𝑖
𝑘 = (𝑥𝑖1

𝑘 , 𝑥𝑖2
𝑘 , . . . , 𝑥𝑖𝑛

𝑘 )  in the variable 

space. The velocity and position of Each particle are 

updated using Eq. (8) and (9), respectively. If a 

particle has the best solution, then this is carried out 

to the next process. The best position is represented 

as 𝑝best and the best position of every particle is 

represented as 𝑔best. 

 

𝑣𝑖
𝑘+1 = 𝑤𝑖𝑣𝑖

𝑘 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑘) + 

𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑖
𝑘),                    (8) 

 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1,                    (9) 

 

The weight function is given in Eq. (10) 

 

𝑤𝑖 = 𝑤𝑚𝑎𝑥 −
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝑘𝑚𝑎𝑥
× 𝑘,         (10) 

 

Where 𝑟1 and 𝑟2 are random values in the range 

of [0, 1], particle motion inspect acceleration 

coefficients are denoted as 𝑐1 and 𝑐2. 

3.3.2. Grey wolf optimization 

The hunting behavior of the grey wolf pack is 

mimic for the optimization method as GWO [23]. 

GWO consists of various processes like prey, track, 

encircle and attack. The grey wolf is the hierarchy 

structure of four levels like alpha 𝛼, beta 𝛽, omega 𝜔, 

and delta 𝛿. The alpha 𝛼 is responsible for decision-

making in attacks and beta 𝛽  helps the alpha in 

decision making. The beta executes the alpha 

decision to the lower hierarchy and provides 

feedback to the alphas. The omega plays the role of 

scapegoat and the delta are other wolves such as 

sentinels and scouts. The delta has provided the 

information to alpha and beta, dominate the omega. 

The grey wolves hunting process is simulated 

where first three best solutions of GWO is saved as 

(𝑥𝛼 , 𝑥𝛽 , 𝑥𝛿) . Every wolf position is updated by a 
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group of evolving equations as given in Eqs. (11) to 

(14). 

 

𝑦1 = 𝑥𝛼
𝑗

− 𝑎1 × |𝑐1 × 𝑥𝛼
𝑗

− 𝑥𝑖
𝑗
(𝑡)|       (11) 

 

𝑦2 = 𝑥𝛽
𝑗

− 𝑎2 × |𝑐2 × 𝑥𝛽
𝑗

− 𝑥𝑖
𝑗
(𝑡)|       (12) 

 

𝑦3 = 𝑥𝛿
𝑗

− 𝑎3 × |𝑐3 × 𝑥𝛿
𝑗

− 𝑥𝑖
𝑗
(𝑡)|       (13) 

 

𝑥𝑖
𝑗(𝑡 + 1) =

𝑦1+𝑦2+𝑦3

3
                  (14) 

 

Where 𝑥𝑖
𝑗
(𝑡) is the value of 𝑖𝑡ℎ solution in the 𝑗𝑡ℎ 

dimension at the 𝑡𝑡ℎ iteration, 𝑐1, 𝑐2 and 𝑐3 random 

numbers uniformly distributed in a range of [0, 2]; 𝑎1, 

𝑎2  and 𝑎3  are the random numbers uniformly 

distributed in [−2 × (1 − 𝑡/𝐺), 2 × (1 − 𝑡/𝐺)] ; 

𝑖 =  1, 2, . . . , 𝑚. Each solution population in size 𝑚; 

𝑗 =  1, 2, . . . , 𝑛 , indexes each dimension of the n-

dimensional problem to be solved; 𝑡 =  1, 2, . . . , 𝐺, is 

the number of iterations. 

3.4 Parallel multi-class support vector machine 

Binary classifiers 𝑓1, 𝑓2, . . . 𝑓𝑁  is constructed for 

1. . . 𝑁 classes, each trained to be different from one 

class to the others [24]. The multi-class category is 

obtained based on the maximal output before 

applying the sgn function. 

Where 𝑎𝑟𝑔𝑚𝑎𝑥 𝑔𝑘(𝑥) 

Where 𝑔𝑘(𝑥) = ∑ 𝑦𝑖𝛼𝑖
𝑘𝑘(𝑥, 𝑥𝑖) + 𝑏𝑘𝑛

𝑖=1  

Where 𝑘 = 1, … , 𝑁 

Where hyperplane distance to the point 𝑥  of a 

signed real value is denoted as 𝑔𝑘(𝑥)  which is 

referred to as the confidence value. The higher value 

increases the confidence where  𝑥  belongs to the 

positive class. The highest confidence value is 

assigned with 𝑥. 

The input data is denoted as 𝑋 =
{𝑥1, 𝑥2, … , 𝑥𝑚} ∈ 𝑅𝑑 , the hypersphere radius is 

denoted as 𝑟, and the center is denoted as 𝑐 ∈ 𝑅𝑑 . 

The minimum hypersphere which encloses the 

optimization problem is given in Eq. (15). 

 

Minimize 𝑟2 

Subject to ||Φ(𝑥𝑗) − 𝑐||
2

≤ 𝑟2,  𝑗 = 1, … , 𝑚 

𝐿(𝑐, 𝑟, 𝛼) = 𝑟2 + ∑ 𝛼𝑗{||Φ(𝑥𝑖) − 𝑐||
2

− 𝑟2}𝑚
𝑗=1  (15) 

 

Derive 
𝜕𝐿(𝑐,𝑟,𝛼)

𝜕𝑐
= 2 ∑ 𝛼𝑗(Φ(𝑥𝑗) − 𝑐) = 0𝑛

𝑗=1  

Eq. (16) is obtained. 

 

∑ 𝛼𝑗
𝑚
𝑗=1 = 1 and ∑ 𝛼𝑗Φ(𝑥𝑗)𝑚

𝑗=1             (16) 

Hence, Eq. (15) becomes, Eq. (17). 

 

𝐿(𝑐, 𝛾, 𝛼) = ∑ 𝛼𝑗𝑘(𝑥𝑗, 𝑥𝑗)𝑚
𝑗=1 −  

∑ 𝛼𝑖𝛼𝑗𝑘(𝑥𝑖, 𝑥𝑗)𝑚
𝑖,𝑗=1                 (17) 

 

The optimization problem is solved based on a 

dual form of 𝛼, as given in Eq. (18). 

 

Maximizing, 

 

𝑊(𝛼) = ∑ 𝛼𝑖𝑘(𝑥𝑖, 𝑥𝑖)𝑚
𝑖=1 − ∑ 𝛼𝑖𝛼𝑗𝑘(𝑥𝑖 , 𝑥𝑗)𝑚

𝑖,𝑗=1   

(10) 

 

Subject to ∑ 𝛼𝑖
𝑚
𝑖=1 = 1 and 𝛼𝑖 ≥ 0, 𝑖 = 1𝑡𝑜𝑚. 

Lagrange multiplier possibilities of non-zero if 

the inequality constraints are solution equality. 

Optimal solutions complementarity conditions 

for 𝛼, (𝑐, 𝛾) are given in Eq. (19). 

 

𝛼𝑖 {||Φ(𝑥𝑖) − 𝑐||
2

− 𝑟2} , 𝑖 = 1, … , 𝑚      (19) 

 

Training samples 𝑥𝑖  lie on the surface of the 

optimal hypersphere related to 𝛼𝑖 > 0. 

Eq. (20) provides the decision function solution. 

 

𝑓(𝑥) = 𝑠𝑔𝑛 (𝑟2 − ||Φ(𝑥) − 𝑐||
2

)        (20) 

 

Eqs. (21) and (22) is provided. 

 

𝑓(𝑥) = 𝑠𝑔𝑛(𝑟2 − {Φ(𝑥). Φ(𝑥) −
2 ∑ 𝛼𝑖Φ(𝑥). Φ(𝑥𝑖)𝑚

𝑖=1 + ∑ 𝛼𝑖𝛼𝑗(Φ(𝑥𝑖). Φ(𝑥𝑗)𝑚
𝑖,𝑗=1 })  

(21) 

 

𝑓(𝑥) = 𝑠𝑔𝑛(𝑟2 − {𝑘(𝑥, 𝑥) − 

2 ∑ 𝛼𝑖𝑘(𝑥, 𝑥𝑖)𝑚
𝑖=1 + ∑ 𝛼𝑖𝛼𝑗𝑘(𝑥𝑖, 𝑥𝑗)𝑚

𝑖,𝑗=1 }   (22) 

 

The method aims to obtain minimum enclosing 

hypersphere consists of satisfy all training samples. 

4. Simulation setup 

The implementation details like datasets, metrics 

and system requirements were discussed in this 

section. 

Datasets: The UC Merced dataset and AID 

dataset were used in this method to analyze the 

classification performance. The UC Merced dataset 

consists of 2100 images with 21 land-use scene 

classes in the US region. The dataset images are in 

the size of 256 × 256 pixels with 0.3 m pixel spatial 

resolution in RGB color space. Each class consists of 

100 images where some classes have high overlap. 

The AID dataset is collected from Google Earth  
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(a)                                                (b)                                                 (c) 

Figure. 2 The sample images of UC Merced dataset: (a) Aeroplane, (b) Baseball diamond field, and (c) Beach 

 

 
(a)                                                (b)                                                 (c) 

Figure. 3 The sample images of AID dataset: (a) Airport, (b) Baseball field, and (c) Beach 

 

images which consist of 10,000 images. The images 

are in the size of 600 × 600 pixels and 30 classes are 

present in the dataset. The images are collected from 

various countries and increases the diversity of the 

images. The sample UC Merced dataset images of the 

Aeroplane, Baseball diamond field, and the beach is 

shown in Fig. 2. The sample AID images of the 

Airport, Baseball field, and the beach is shown in Fig. 

3. 

Metrics: The performance metrics like Accuracy, 

Sensitivity, Specificity, MCC, and F-Score are 

measured from the proposed method and the formula 

is shown in Eqs. (23) to (26), respectively. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100        (23) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100              (24) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100             (25) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
× 100          (26) 

 

Where 𝑇𝑃  represents the True Positive, 𝑇𝑁 

represents the True Negative, 𝐹𝑃 represents the False 

Positive, and 𝐹𝑁 represents the False Negative. 

System Requirement: The proposed hybrid 

feature selection with the MSVM method is tested in 

the system that consists of an Intel i7 processor with 

16 GB of RAM and 6 GB of Graphics card. The 

MATLAB 2018a tool is used to implement the 

proposed method. 

5. Results and discussion 

In this research, the hybrid feature selection of 

PSO and GWO with parallel MSVM is proposed to 

improve the efficiency of Land use classification. The 

UC Merced and AID datasets used to test the 

performance of the proposed hybrid feature selection 

with parallel MSVM method. The histogram 

equalization method is applied to enhance the image 

quality and remove the artifacts of the images. The 

SURF, LTP, and DWT features were extracted from 

the input images and applied for feature selection. 

This section provides a detailed description of the 

results of the hybrid feature selection with parallel 

MSVM in land use classification. 

The performance analysis of the hybrid feature 

selection with the parallel MSVM method is tested 

and shown in Table 1. The standard classifiers like 

Random Forest (RF), K-Nearest Neighbor (K-NN), 

linear SVM were compared with proposed hybrid 

feature selection with parallel MSVM method. The 

 

 
Table 1. The hybrid feature selection with MSVM method Performance analysis on UC Merced dataset 

 Accuracy  Sensitivity Specificity MCC F-score 

RF 92.39 93.52 34.15 73.73 75.70 

KNN 78.00 57.06 26.42 72.53 35.55 

SVM(Linear) 94.10 95.41 71.56 65.73 81.45 

Proposed MSVM 99.15 96.59 94.39 91.18 93.76 



Received:  July 16, 2021.     Revised: October 4, 2021.                                                                                                      91 

International Journal of Intelligent Engineering and Systems, Vol.15, No.1, 2022           DOI: 10.22266/ijies2022.0228.09 

 

Table 2. Feature Selection performance analysis in UC Merced dataset 

 Accuracy  Sensitivity Specificity MCC F-score 

Without FS 94.83 95.03 90.58 86.45 93.40 

PSO 95.60 92.75 91.59 86.87 91.96 

GWO 96.39 91.89 91.52 88.11 89.58 

PSO + GWO 99.15 96.59 94.39 91.18 93.76 

 
Table 3. Performance analysis of proposed method on AID dataset 

 Accuracy  Sensitivity Specificity MCC F-score 

RF 87.98 90.16 31.25 72.08 73.25 

KNN 77.69 56.18 25.93 77.66 34.07 

SVM(Linear) 93.41 92.12 71.17 65.35 77.33 

Proposed MSVM 96.45 93.18 93.96 89.46 92.50 

 
Table 4. Feature selection method performance analysis on AID dataset 

 Accuracy  Sensitivity Specificity MCC F-score 

Without FS 90.62 91.82 89.33 83.18 89.59 

PSO 93.38 90.58 88.54 81.90 88.05 

GWO 94.31 92.72 90.34 83.43 88.02 

PSO + GWO 96.45 93.18 93.96 89.46 92.50 

 

hybrid feature selection with MSVM has higher 

performance than the existing method. The proposed 

hybrid feature selection method has the advantage of 

good convergence and searches efficiency. The 

proposed parallel MSVM method has the advantage 

of effective analysis of the non-linear relationship of 

the features and processes the data parallel to provide 

efficient classification. The existing RF method has 

the limitation of lower efficiency with more number 

of trees and overfitting problem in less number of 

trees. The SVM has a lower performance which 

imbalanced data classification and lower efficiency 

in the analysis of the non-linear relationship in the 

data. The proposed parallel MSVM method has an 

accuracy of 99.15 % and existing RF has 92.39 % 

accuracy, and SVM has 94.10 % accuracy. The 

proposed hybrid feature selection method of PSO and 

GWO method is compared with individual feature 

selection in the parallel MSVM method is shown in 

Table 2. The table shows that the hybrid feature 

selection method of PSO and GWO has higher 

efficiency due to its capacity to have good 

convergence and search efficiency. The PSO method 

has the limitation of lower convergence and GWO 

has lower search performance. The hybrid method 

applies GWO for convergence and PSO provides 

effective search performance. The hybrid feature 

selection method has an accuracy of 99.15 %, the 

existing PSO has 95.6 % and the existing GWO 

method has 96.39 % accuracy.  

The proposed hybrid feature selection method of 

PSO and GWO with parallel MSVM method is 

compared with the existing method in the AID dataset, 

as shown in Table 3. The proposed hybrid method 

with the MSVM method with parallel MSVM 

method has the higher performance due to the higher 

efficiency in the feature selection and parallel 

classification. Similarly, UC Merced dataset, the RF 

has a limitation of overfitting problem. SVM has a 

data imbalance problem and KNN has lower 

performance in feature relation analysis. The 

proposed hybrid method has an accuracy of 96.45 %, 

the existing RF has 87.98 % accuracy, KNN has 

77.69 % accuracy and Linear SVM has 93.41 % 

accuracy. 

The proposed hybrid feature selection method of 

PSO and GWO with parallel MSVM classifier is 

compared with the individual feature selection 

method, as shown in Table 4. The table shows that 

hybrid feature selection has a higher performance 

than the individual methods. The PSO method has 

limitations of lower convergence and GWO has 

lower efficiency in the search analysis. The hybrid 

feature selection method has an accuracy of 96.45 %, 

the PSO method has 93.38 % accuracy and the GWO 

method has 94.31 % accuracy.  

The proposed hybrid feature selection method 

with parallel MSVM on two datasets such as UC 

Merced and AID datasets, as shown in Fig. 4. The 

proposed hybrid feature selection with the MSVM 

method has higher performance in both datasets due 

to its efficiency in feature selection and parallel 

classification. The hybrid method has the advantages 

of good convergence and improved search 

performance. The parallel MSVM method can 

analyze the non-linear relationship among the 

features. 
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Figure. 4 The proposed hybrid method with Parallel MSVM performance on two datasets 

 

Table 5. Hybrid feature selection with MSVM method Comparative analysis 

Method Dataset Accuracy (%) 

ARCNet [14] UC Merced 99.12 

Inception-v3-CapsNet [16] UC Merced 99.05 

Inception-v3-CapsNet [16] AID 96.32 

VGG-Net [18] UC Merced 97.42 

VGG-Net [18] AID 91.86 

Proposed UC Merced 99.15 

Proposed AID 96.45 

 

5.1 Comparative analysis 

The proposed hybrid feature selection with the 

Parallel MSVM method is compared with existing 

methods in UC Merced and AID datasets to analyze 

the efficiency. The hybrid feature selection with the 

Parallel MSVM method is compared with existing 

deep learning methods. 

The proposed hybrid feature selection with 

Parallel MSVM method is compared with existing 

deep learning methods of ARCNet [14], Inception-

v3-CapsNet [16], and VGG-Net [18], as shown in 

Table 5. The proposed hybrid feature selection with 

Parallel MSVM method has the advantages of better 

convergence and high search efficiency to select the 

relevant features for the classification. The existing 

deep learning methods have the limitation of 

overfitting problem that degrade model efficiency. 

The proposed method has accuracy of 99.15 % in the 

UC Merced dataset and existing ARCNet [14] has 

99.12 %, Inception-v3-CapsNet [16] has 99.05 % and 

VGG-Net [18] has 97.42 % accuracy. 

The hybrid feature selection with the Parallel 

MSVM method is compared with existing deep 

learning methods, as shown in Fig. 5. The proposed 

method has a higher accuracy which compares to the 

existing deep learning method due to the advantages 

of better convergence in the feature selection process. 

The existing deep learning methods have the 

limitation of overfitting problems in the classification. 

 
Figure. 5 The hybrid feature selection with Parallel 

MSVM method Comparative analysis on two datasets 

6. Conclusion 

Reliable land use classification is required in 

many applications like Urban planning, Natural 

Management, and Agriculture, etc. An existing 

method in the land use classification method has the 

limitation of overfitting problems due to improper 

feature selection. In this research, the hybrid feature 

selection method with the Parallel MSVM method is 

proposed to improve the performance of the land use 

classification. The UC Merced and AID datasets were 

used to test the hybrid feature selection with Parallel 

MSVM method performance. The input images were 

applied to Histogram Equalization to enhance the 
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image quality and remove the artifacts. The SURF, 

LTP and DWT methods were applied in pre-

processed images to extract the features and applied 

to the hybrid feature selection method. The hybrid 

feature selection method of PSO and GWO selects 

the relevant features and applies them to the Parallel 

MSVM method. The hybrid feature selection method 

has the advantages of good convergence and higher 

search efficiency. The hybrid feature selection 

method has higher performance when compared to 

the individual PSO and GWO methods. This result 

shows that the proposed hybrid feature selection with 

the Parallel MSVM method has 99.15 % accuracy 

and the existing RF method 94.1 % accuracy. The 

future direction of the method involves applying the 

deep learning method to improve the performance of 

Land use classification. 
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