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Abstract: The nonverbal communication processes a critical parcel. In some cases verbal communication is 

incapable since the speaker does not utilize non-verbal communication well at the same time. Non-verbal 

communication which falls in unconscious emotion is important in determining in function of cognition, language 

comprehension, and decision making. However, a little research studied in this area.  Many years, researchers are 

amazed by the reliability of Mel-Frequency Cepstral Coefficients (MFCC) feature extraction technique in 

recognizing stressed speech. In this paper, we propose a simple feature extraction technique that effective but strong 

enough to recognize stressed speech. There are the speech energy and frequency. We attempted a basic approach to 

classify unbiased or stretch on female and male discourse. The highlight extraction is based on control and 

recurrence. This investigate utilized 10 female and 10 male discourse datasets. There are 5 classification strategies 

utilized. The classification models are Neural Arrange, k-Nearest Neighbour, Bolster Vector Machine, combination 

of NN-k-NN and combination of NN-SVM. Test comes about approved utilizing k-fold cross-validation strategy. 

The tests are assessed utilizing R-index to distinguish whether the highlights contributing to the push discourse 

acknowledgment. Based on exploratory comes about, the number of inputs impacts the esteem of R-index. In 

general, combining the Neural Organize and Back Vector Machine is the most excellent classification strategy by 

appearing stretch acknowledgment rate of 85% precision. 

Keywords: Stress recognition, Speech, Machine learning, Deep learning, Neural network, Support vector machine. 

 

 

1. Introduction 

Communication is the most prerequisite in 

human life. The capacity to communicate influences 

how we oversee conduct, social communication and 

make individual choices. There are two sorts of 

communication: verbal and non-verbal. Verbal 

communication possesses an expansive parcel due to 

the reality, thoughts, considerations, or choices, 

more effectively verbally conveyed. The nonverbal 

communication possesses a vital parcel. Some of the 

time verbal communication is incapable since the 

speaker does not utilize non-verbal communication 

well at the same time. It can offer assistance 

communicators to advance fortify the message 

conveyed. One frame of non-verbal communication 

is vocal. Vocal or paralanguage could be a 

nonverbal component in a discourse to be specific, 

how to talk such as a tone of discourse, tone of voice, 

boisterous or powerless, talking speed, sound quality, 

sound, and others. In expansion, vocal data can too 

be communicated in feeling [1]. 

Feelings in nonverbal communication can be 

assembled into two fundamental categories: 

cognizant and oblivious [2]. Conscious 

communication is a communication when a person 

thinks about the verbal communication before the 

person communicate. Emotions that are consciously 

expressed are more easily recognizable. Some 

examples of conscious communications are anger, 

sadness, and happiness. Meanwhile, unconscious 

communication is a communication when a person 

does not think about nonverbal message during 

communication. Unconscious communication often 

happens naturally, and it displays emotion through 

nonverbal behaviours. Examples of unconscious 

emotion are stress and depression. Unconscious 

emotion is difficult to recognize compared to 

conscious emotion. The person showing 
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unconscious emotion do not realize when showing 

nonverbal behaviour.  

Push acknowledgment is nearly 

indistinguishable to passionate acknowledgment [3], 

but stretch has another approach since stretch is an 

oblivious feeling. Emotions in nonverbal 

communications is important in human daily life. 

Previous study suggest that unconscious emotions 

are important in three aspects that is well-

functioning of cognition, language comprehension, 

and decision making [4]. Previous studies have 

explored how emotions can be recognized from 

speech and how prosody stems from human brain 

[5]. Nonverbal communication plays an important 

role in one’s daily life. It emphasizes the stress 

during one’s speech. Unconsciousness emotion is 

not yet fully explored in any scientific attention even 

though the unconscious emotion plays critical role 

in speech understanding and communication [6]. 

Thus, this study is an attempt to explore about 

unconscious emotion specifically in speech emotion 

recognition.  Machine learning can be helpful in 

identifying nonverbal communication, particularly 

related to emotion.   

Existing literature has reported studies on stress 

based on speech information. [7] conduct a study to 

detect one’s stress level based on conversation. The 

information used as the input in their study was tone 

change, viewed from the speech pitch and level. The 

result of stress recognition using sound level and 

pitch exhibit an accuracy rate of higher than 90%. 

The previous study also implements stress and non-

stress recognition using speech signal. The study 

used speech waveform and glottal waveform. The 

extraction process was performed using mean shift 

clustering in order to distinguish the extracted 

Bispectral Feature. This study applying k-NN, ELM, 

and PNN/GRNN and it was found that neural 

network-based method can properly recognize stress 

and it exhibited better performance compared to k-

NN. Another study attempts to detect stress through 

speech analysis by using two algorithms, Artificial 

Neural Network and Support Vector Machine [8]. 

The study applied Mel-Frequency Cepstral 

Coefficients (MFCCs) to extract the speech feature. 

MFCC is the most widely used technique for speech 

recognition because of its ease of implementation 

and flexibility [9]. The study reported a 90% 

accuracy in several data sets. Previous study detects 

speech emotion recognition using MELBP and Deep 

Belief Network (DBN) [10]. MELBP used for 

feature extraction and the DBN used for 

classification purpose. The result of their study 

shows best accuracy of 72.14%  

Despite the contribution, the studies described 

previously also exhibit several limitations in terms 

of the recognition approach. The study conducted by 

[7] did not use machine learning and relied on 

threshold. This method causes difficulties in quick 

stress recognition. In addition, the use of threshold is 

considered unsuitable as the threshold changes when 

different data for stress recognition is employed. 

Meanwhile, in the work by [8] they have not 

considered combining the algorithm. These studies 

show that Neural Network, k-NN, and SVM 

algorithms exhibit satisfactory performance to 

recognize stress. 

This paper presents a simple feature extraction 

and classification approach in recognizing stress. 

The shortcomings from the previous research will be 

considered in this study such as, machine learning 

utilization and combining the recognition model. 

Single model and combined model will be presented 

to recognize stress in speech. In addition, different 

with other works that use MFCC as the main feature 

extraction technique, our work uses a simple and 

efficient feature extraction technique. This technique 

results a low-dimension of feature but adequate to 

recognize the stressed speech. 

2. Stress recognition approach 

A speech feature needs to be extracted first prior 

to the modelling step. Feature extraction is 

important step as this process could influence the 

result of the prediction task. In the next section 

describes the type of measurement and how the 

speech could be extracted. 

2.1 Measurement type 

The push level can be measured utilizing the 

highlight examination. Sorts of push estimations and 

meddling degree can be seen in Fig. 1 [11]. 

The foremost precise stressed level estimation is 

employing a physiological parameter test. These 

estimations can be performed by a blood test or 

introducing an anode on the brain. Estimation of 

physiological parameters or therapeutic examination  

 

 
Figure. 1 The types of stressed measurements and 

intrusiveness degree 
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is called an obtrusive strategy [12]. Obtrusive 

estimations tend to require estimations from inside 

the body, such as cut or entry point. The invasive 

method considered as expensive as this method 

mostly need a surgical action. Non-invasive 

estimations can be made by physical contact but 

from exterior the body, such as utilizing heart rate 

sensors or measuring the skin utilizing EEG sensors. 

Whereas this strategy is non costly, be that as it may, 

the subject is cognizant that he/she is being 

measured. 

Contact-free measurement is more convenient to 

analyse stress. However, if we use sensors on the 

subject body, it can cause the subject disturbed and 

can cause other effects. Another approach in 

measuring stress is to use a camera. Be that as it 

may, it may still be irritating since the subject feels 

directed [13]. The foremost likely push estimation is 

the non-intrusive method. The non-intrusive strategy 

could be a free-contact and does not aggravate the 

subject. This permits the member to feel ease when 

the test conducted and re-enact a common condition. 

This estimation can be done by conducting a voice 

investigation of the subject. 

2.2 Speech and stress 

From the over categorization it can be seen that 

discourse flag investigation is one of a conceivable 

strategy to recognize a stretch [7]. Discourse has 

been examined as a include to watch human push. 

Stretch can influence human physiques [14], such as 

human discourse, the eyes, and the brain. Push can 

influence a discourse flag when the speaker is 

beneath focused. Stress is one of product of 

unconscious emotion where the emotion comes out 

naturally without any control from the person itself. 

Fig. 2 appears the distinction between unbiased 

sound control and beneath stretch as re-enacted 

utilizing MATLAB Instruments. Fig. 2 speaks to the 

unbiased and push discourse control. As can be seen 

in Fig 2. the most extreme control and the 

frequencies have been changed where x axis is 

frequency (f) and y axis is magnitude (|P(x)|). In this 

way, it can be concluded that an individual who is 

beneath push might influence his discourse 

generation [15]. 

3. Speech stress recognition 

Several steps need to be conducted to detect 

stress in speech. In our study, four basic steps are 

performed which starts from Speech Sampling, Pre-

Processing, Highlight Extraction, and Design 

Classification. The workflow graph is based on the  
 

 
Figure. 2 Power signal for neutral and stress speech 

 

 
Figure. 3 The stress recognition system diagram using 

speech 

 

well-established and broadly utilized design 

acknowledgment approach [14]. Specifically, in the 

Pattern Classification single and combination model 

will be conducted to get the highest recognition 

accuracy. Fig. 3 shows the overall steps to detect 

stress. Each of the process is explained in the 

following sub-section. 

3.1 Speech sample 

In this research, we collected data of speech. 

There are 20 subjects participated in this study 

which consist of 10 male and 10 female. Each of the 

subjects is asked to pronounce 10 words that is, 

hello, okay, hey, come on, bye, see you, good, well, 

morning, and go. Each of the word is uttered in 

normal intonation. All the recorded speech is then 

labelled to neutral and stress speech. 

3.2 Pre-processing 

 
Figure. 4 The pre-processing process steps 
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In the next step is pre-processed the speech 

sample. In the pre-processing step there are three 

activities conducted which is Filtering, Framing, and 

Windowing. Each of the step is performed 

sequentially. The pre-processing steps can be seen in 

Fig. 4. 

The sifting handle points to smother the tall 

recurrence parts amid the human voice generation 

instrument. The suppression of the frequency parts 

can be calculated using Eq. (1). 

 

𝑦[𝑛] = ∑
𝑁

𝑖 = 0
𝑏𝑖. 𝑥[𝑛 − 𝑖]                 (1) 

 

where 𝑥(𝑛) is input signal, 𝑦(𝑛)is output signal, 𝑁 

is the filter order, 𝑏𝑖  is the value of the impulse 

response for 0 ≤ 𝑖 ≤ 𝑁 of an 𝑁th-order FIR filter. 

The surrounding handle points to fragment into a 

little outline with a length of 10ms with 50% cover 

with the outline another to be nonstop. The 

windowing handle points to decrease discontinuities 

at the starting and conclusion of each by increasing 

by the Hamming window within the time space 

which can be calculated utilizing Eq. (2). 

 

𝑦(𝑛) = 𝑥(𝑛). 𝑤(𝑛)                        (2) 

 

where 𝑥(𝑛) is input signal, 𝑦(𝑛) is output signal, 𝑛 

is number of frames, and 𝑤(𝑛)  is the Hamming 

window can be calculated using Eq. (3). 

 

𝑤(𝑛) = 0.54 − 0.46 cos
2𝜋𝑛

𝑁−1
,    0 ≤ 𝑛 ≤ 𝑁 − 1 (3) 

3.3 Feature extraction 

In this step, feature extraction is conducted to 

get the feature that represent stress emotion. 

Stressed is a negative emotion. As a result, stress 

influences energy of the person who produce it. 

Previous study suggested that our thoughts, feelings, 

and emotions are related to the physical vibration 

frequencies [16]. Therefore, in this study energy will 

be calculated as the feature that represent emotion. 

The energy and frequency of stress can be calculated 

using Eqs. (4) to (6) as follows: 

 

𝑇 = 𝑓𝑓𝑡(𝑥, 𝑁)                        (4) 

 

𝑃 =
𝑎𝑏𝑠(𝑇)2

𝑁
                           (5) 

 
[𝐺𝑦, 𝐺𝑥] = max(𝑃)                    (6) 

 
where 𝑥  is speech signal, 𝑁  is length(x), 𝐺𝑦  is 

maximal power, 𝐺𝑥  is Frequency (Powermax). 

The feature extraction process is based on the 

speech partition in a small interval known as the 

frame. The speech signal will be taken feature 

power and frequency for each frame [17-19]. The 

result of feature extraction yields two features that is 

energy and frequency. 

3.4 Pattern classification 

The strategy of discourse classification is 

exceptionally differing. It depends on how we 

extricate the discourse highlight to be classified. The 

stretch classification calculations can be connected 

to distinctive inputs [20]. Accordingly, this study 

will examine three single model and two combined 

model where the combination model used Neural 

Network model as this model shows highest 

recognition in the previous study. 

3.4.1. Neural network model 

Neural Arrange (NN) gets input from exterior 

within the frame of design vectors and signals [21]. 

This input is scientifically decided by the 

documentation (xn) for n the number of inputs. Each 

input is duplicated by the fitting weight (wij). 

Weight is data utilized by Neural Systems to unravel 

an issue [22, 23]. The weights within the 

neighbourhood are updated as shown in Eq. (7). 

 

𝑤𝑖𝑗 (𝑛 + 1) =  𝑤𝑖𝑗 (𝑛) +  𝛿(𝑛)[𝑥(𝑛) − 𝑤𝑖𝑗 (𝑛)] (7) 

 

as a rule, the weights speak to the control of 

interconnection between neurons inside the Neural 

Arrange. The predisposition (δn) is utilized as a 

viper for the weighted input entirety, not 0. The 

limit esteem is determined from the output to reach 

at the required esteem since the real yield esteem  

 

 
Figure. 5 The illustration of neural network architecture 
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Figure. 6 The illustration of k-nearest neighbour 

algorithm 

 

(yn) ranges from to limitlessness. This segment is 

called the actuation work. 

This work contains the exchange work utilized 

to decide the required esteem. The exchange work 

can be either direct or nonlinear [24, 25]. The 

outline of Neural Organize engineering can be seen 

in Fig. 5. 

3.4.2. k-nearest neighbor model 

k-Nearest Neighbor (k-NN) could be a strategy 

to classify objects based on learning information 

closest to the protest. Learning information is 

anticipated into many-dimensional spaces, where 

each space speaks to a highlight [26, 27]. k-NN 

performs capacity of highlight vectors (xn) and test 

preparing information classification. This segment is 

partitioned into a few classes agreeing to the reason 

of classification. The point (*) in space is considered 

as course A since the point is closest to the center of 

lesson A. As a run the show, the neighbor isolated 

was calculated based on Euclidean isolated [28]. 

The k-NN features a few models. The models of k-

NN depend on the number of neighbors (Fine k=1, 

Medium k=10, Coarse k=100) and remove network 

(Cosine= cosine separate framework, 

Cubic=Minkowski) utilized. The Outline of k-

Nearest Neighbor calculation can be seen in Fig. 6. 

3.4.3. Support vector machine model (SVM) 

Back Vector Machine (SVM) may be a method 

that produces estimates, inside the case of 

classification and backslide. The SVM method tries 

to find the finest classifier/hyperplane work among 

an unbounded number of capacities to apportioned 

two objects. The ideal hyperplane may be a 

hyperplane that found halfway between two sets of 

objects of two classes [29, 30]. Finding the foremost  
 

 
Figure. 7 The illustration of support vector machine 

algorithm 

 

amazing hyperplane is proportionate to maximizing 

edges or scattering between two sets of objects on 

particular classes. Within the occasion that a 

hyperplane supporter of the lesson, the edge 

between the two classes can be calculated by finding 

the evacuate between the two hyperplane-supporters 

of the two classes. The SVM encompasses a few 

models. The SVM models depend on portion work 

(Straight, Polynomial, Gaussian) utilized. The 

outline of the Bolster Vector Machine calculation 

can be seen in Fig. 7. 

3.4.4. Hybrid model 

The hybrid model is proposed by combining two 

model. The base model to be used is the Neural 

Network model. Neural Network chosen as the base 

model due to the ability to recognize stress with 

high accuracy by more than 90%. The base model is 

combined with two machine learning model, that is 

k-NN and SVM. Both of these models also shown to 

be able to recognize stress with relatively high 

recognition rate but below Neural Network model. 

3.4.5. Validation model 

In this stage, the adequacy of the proposed 

framework is approved employing a cross-validation 

strategy. The cross- approval strategy is one method 

to approve the exactness of a show built on a 

specific dataset. The improvement of a demonstrate 

ordinarily points to anticipate and classify unused 

data. The information utilized within the show 

improvement prepare is called preparing 

information. The information will be utilized to 

approve the demonstrate is called the test data.  

One of the well-known strategies could be a k-

Fold cross-validation. In this strategy, the dataset is 

isolated into a few bunches of k at arbitrary. In  
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Figure. 8 The illustration of the 5-fold cross-validation 

 

expansion, each bunch has the same number of 

individuals [31]. At that point a few exploratory K-

times were conducted, each try utilizing k-group 

information as information testing and utilizing the 

other of the gather as preparing information. The 

outline of the 5-fold cross approval can be seen in 

Fig. 8. 

Fig. 8 appears that the outline for 5-Fold Cross-

Validation. The number of information set is 

separated into 5 bunches. 4 bunches are utilized as 

preparing information and 1 bunch as information 

testing. It is run by the number of bunches. The 

precision of the test comes about can be taken the 

normal esteem of all the tests. In this ponder a few 

k-Fold Cross Approval is utilized with k = 2, 4, 5, 

10, 20. 

4. Result and discussion 

In this area will be depicted in more detail 

around the test of highlight extraction and 

classification strategy that has been utilized. The 

highlight extraction segment displayed designs of 

control and the frequencies of female and male 

speech. There are 5 classification methods used in 

this study that is, Neural Network (NN), k-Nearest 

Neighbor (k-NN), and Support Vector Machine 

(SVM), combination of NN-k-NN and combination 

of NN-SVM. The detail of each result is described 

in the next sub-section. 

4.1 Feature extraction 

Based on the test comes about, the discourse 

highlight extraction is taken from the greatest 

control and recurrence when the control is 

maximized. Control and recurrence information has 

been normalized. Sound tests are taken from 10 

female and 10 male participants. In each of the 

participant two types of labels will be collected that 

is stress and no stress. For each of the label, the 

participant will be sampled 10 times. Thus, in total 

there are 20 samples for one subject. The summary 

of the features can be seen in Table 1. 

In Table 1, we will see that 6/10 female 

discourse control has been diminished and 8/10 

female discourse recurrence has been expanded. In 

the meantime, the 9/10 male discourse control has 

been diminished and 5/10 male discourse recurrence 

has been expanded. This extraction information 

shows that stress power in female and male 

participant tend to decrease. However, most female 

participant showing an increase in the stress 

frequency while male participant half of the 

participant shows frequency increases. 

4.2 Classification 

4.2.1. Neural network result 

In this inquire about, we built the framework  

 

 
Table 1. The voice feature extraction 

Word 

Female Male 

Neutral 

Power 

Stress 

Power 

Neutral 

Freq 

Stress 

Freq 

Neutral 

Power 

Stress 

Power 

Neutral 

Freq 

Stress 

Freq 

hello 0.1497 0.3228 0.1275 0.2412 0.0018 0,0034 0.9915 0.2627 

okay 0.0661 0.544 0.2029 0.2990 0.0029 0.0043 0.2881 0.2797 

hey 0.0135 0.0669 0.2147 0.2108 0.0031 0.0030 0.8983 0.9034 

Come on 0.0739 0.0174 0.1333 0.3951 0.0019 0.0056 0.2593 0.8559 

bye 0.9949 0.4439 0.4549 0.6755 0.0065 0.0096 0.2983 0.2915 

See you 0.0830 0.0887 0.1559 0.3167 0.0022 0.0045 0.2136 0.2492 

good 0.1979 0.1372 0.2216 0.2765 0.0032 0.0039 0.2949 0.3864 

well 0.0651 0.1165 0.3029 0.5716 0.0043 0.0082 0.3051 0.6441 

morning 0.3691 0.1825 0.3676 0.3324 0.0052 0.0047 0.3559 0.3051 

go 0.1509 0.0038 0.2441 0.9990 0.0035 0.0143 0.8458 0.3000 
 



Received:  December 12, 2021.     Revised: March 5, 2022.                                                                                               37 

International Journal of Intelligent Engineering and Systems, Vol.15, No.4, 2022           DOI: 10.22266/ijies2022.0831.04 

 
Figure. 9 The neural network architecture 

 

 
Figure. 10 The R-index of neural network 

 

utilizing MATLAB tool compartment. Within the to 

begin with explore, we utilize NN with 3 organize 

layers which comprise of inputs layer, a covered-up 

layer, and a yield layer. The input layer is nourished 

by the extricated include within the past step. The 

arrange covered up layer has 8 neurons. In 

conclusion, the arrange target yield layer is unbiased 

or stretch. The organize was prepared to run 1000 

times ages. The Neural Arrange engineering can be 

seen in Fig. 9. 

In the Neural Network models, we propose two 

experiment scenarios. Different scenarios are 

proposed to maximize the Neural Network model. 

The primary explore comprises of 2 scenarios that 

are 2 inputs and 4 input systems. The primary 

situation employments 2 inputs: the most extreme 

control and frequencies when greatest control. The 

moment situation is 4 inputs, i.e., most extreme 

control, frequencies when greatest control, least 

control and recurrence when negligible control. 

Early identification of the relation of the input to the 

output in examined using R-index. The R-index 

shows the relationship between the outputs and 

targets of NN. The result of input-output relation 

can be seen in Fig 10. 

Fig. 10 appears that the number of NN inputs 

influences the R-index esteem. NN with 4 inputs has 

an R-index increment of 8% compared to 2 inputs.  

In the moment try, we utilized the same 

engineering with 4 input and approving utilizing k-

fold approval strategy to know the framework 

exactness execution in a few folds. The results show 

that different k-fold yield in different recognition 

results. The best accuracy is 70% when the fold is 2 

and 4 for both stress recognition for male and 

female. Whereas the lowest recognition is in fold 10 

 

 
Figure. 11 The accuracy of neural network 

 
for female and fold 10 and 20 for male. The average 

stress recognition for female and male is around 

60%. Fig. 11 shows the results for each fold. 

4.2.2. k-NN result 

The third test tried the exactness of the k-NN 

calculation with 4 inputs, i.e., greatest control, 

frequencies when the control is maximized, least  

 

 
(a) 

 
(b) 

Figure. 12 The accuracy of k-NN algorithm: (a) Female 

and (b) Male 
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(a) 

 
(b) 

Figure. 13 The accuracy of SVM algorithm: (a) Female 

and (b) Male 

 

control, and recurrence when the control is 

minimized. The test was performed with 6 k-NN 

models, i.e., fine, medium, coarse, cosine, cubic and 

weighted. Each test was endorsed utilizing cross-

validation methodologies by changing the regard of 

overlay. The exactness of the k-NN calculation can 

be seen in Fig. 12. 

The stress recognition results for female data 

shows relatively stable across different types of k-

NN models. In addition, the results show relatively 

low for most of the model. There are two noticeable 

model that shows highest among all model that is 

medium and weighted k-NN. In the k-NN with 

medium number of k-neighbours using 5-fold shows 

the highest accuracy of 60%. On the other hand, in 

the weighted model shows that most of all fold 

shows relatively stable accuracy by showing 55% 

accuracy except for 2-fold showing the lowest 

accuracy by 40%. The graph of stress recognition 

for female respondent can be seen in Fig. 12(a). 

The stress recognition results for male data 

shows fluctuates across different types of k-NN 

models. Overall, the recognition results show lower 

accuracy compared to the female respondent’s data. 

However, some of the models shows highest 

accuracy such as k-NN with low k-neighbours, and 

Weighted k-NN. The k-NN model with low number 

of k-neighbours have two-fold that yield more than 

60 % accuracy that is, fold 10 and fold 2. The other 

model, Weighted k-NN, has only one-fold showing 

more than 60 % accuracy that is fold 2. 

4.2.3. SVM results 

The fourth explore has tried the precision of 

SVM calculation with 4 inputs, i.e., most extreme 

control, frequencies when most extreme control, 

least control and recurrence when negligible control. 

The test was performed with 6 SVM models, i.e., 

coordinate, quadratic, cubic, fine Gaussian, medium 

Gaussian, coarse Gaussian. Each test was endorsed 

utilizing cross validation-method by changing the 

regard of overlay. The precision of SVM calculation 

can be seen in Fig. 13. 

The stress recognition for female and male 

respondents varies among SVM models the models. 

For female data stress recognition, the highest 

accuracy is obtained by SVM Fine Gaussian using 

5-fold by showing accuracy of 80% while the lowest 

accuracy is shown by SVM Coarse Gaussian with 

20-fold yield in 5 % accuracy. With regard to stress 

recognition, the male data showed a fluctuating 

accuracy, where the lowest accuracy was found in 

SVM Fine Gaussian model with 20 folds, while the 

highest accuracy rate (i.e.,70%) was found in SVM 

Quadratic model with 2 folds. 

4.2.4. Hybrid NN-k-NN results 

The fifth explore is combining between NN and 

k-NN. The engineering can be seen in Fig. 14. Fig. 

14 appeared that the design has 2 NN. Each NN has 

2 inputs. The primary NN is control and recurrence 

when maximize. The moment NN is control and 

recurrence when minimize. Each yield of NN is as 

input the k-NN. The exactness of combining 

between NN and k-NN can be seen in Fig. 15. 

The results for both female and male stress 

recognition data shows higher accuracy compared to 

a single model. Furthermore, in the stress 

recognition for both female and male data has 

increase around 10-20% compared with single 

model. Combination of NN-k-NN medium number 

of k, cosine, and cubic can reach 90% accuracy in 

some of the fold. Compared to those three models 

the cosine model shows more stable results in 

different number of folds. The stress recognition 
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Figure. 14 Combining architecture between NN and KNN 

 

 

 
(a) 

 
(b) 

Figure. 15 The accuracy of combining between NN and 

KNN: (a) Female and (b) Male 

 
results for male data shows better recognition 

compared to the female data. Some of the model in 

specific fold able to reach more than 90% accuracy 

which is achieved by NN-k-NN Medium and Cubic. 

4.2.5. Hybrid NN-SVM results 

The 6th test is combining between NN and SVM. 

The design is same with Fig. 14. In any case, we 

changed the k-NN with SVM. The exactness of 

combining between NN and SVM can be seen in Fig. 

16. 

The NN-SVM model shows relatively high 

recognition results for both female data and male 

data. The stress recognition for female data shows 

more stable accuracy across model and fold ranging 

from 70%-90%. The model that shows a relatively 

stable in all fold is NN-SVM Coarse Gaussian. This 

model shows 90% accuracy for fold 2, 5, 10, 20. 

Other model that able to reach 90% accuracy are  

 

 
(a) 

 
(b) 

Figure. 16 The accuracy of combining between NN and 

SVM: (a) Female and (b) Male 
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Figure. 17 The average classification method 

performance 

 
Table 2. Comparison result of our work in term of 

accuracy 

Reference Accuracy (%) 

SVM NN 

[32] 20,83 20,83 

Our work 65,5 62,5 

 

 

NN-SVM Medium Gaussian with 2-fold and NN-

SVM Quadratic with 2-fold. The stress recognition 

for male data also shows stable recognition rate with 

less variability ranging from 80% - 90%. Notably, 

only one model could achieve 90 % accuracy that is 

NN-SVM Linear with 20-fold. 

To summarize the result Fig. 17 takes the 

average of 10 runs of the model. Generally, all 

classification methods show fairly good results for 

both female and male data. However, compared to 

all the model the combination model shows higher 

accuracy for both female and male data. The 

combination model shows 80 % accuracy for both 

female and male stress recognition. The high 

recognition result may happen due to the 

amplification of the additional model to the base 

model. 
In 2018, [32] presented speech analysis to detect 

stress by exploring the present of MFCC as feature 

extraction. The work of Tomba, et al [32] obtained 

that without MFCC, the accuracy score is low. To 

evaluate the effectiveness of our work, we compare 

the accuracy score of [32] and our proposed method. 

Table 2 shows the comparison of our work with [32] 

in term of accuracy without MFCC. 

As showed in Table 2, our work outperforms the 

baseline method [32] in term of accuracy without 

MFCC feature. It shows that with a simple feature 

extraction, our work is effective and efficient 

enough for detecting stress in speech. 

 

 

5. Conclusion 

In this paper, we have built a framework that can 

recognize stretch through discourse. The framework 

is built employing a straightforward approach of 

discourse examination. The discourse power and 

recurrence ended up the most calculate include 

extraction. By and large, the contrasts between 

impartial and stretch are the control will diminish 

whereas the recurrence will increment. This 

investigate utilized 10 female and 10 male 

respondents and test their discourse. The framework 

tried 5 classification strategies. The strategies are the 

Neural Organize, k-Nearest Neighbour, Support 

Vector Machine, and combination of NN-k-NN and 

NN-SVM. All of the models were approved utilizing 

k-fold cross-validation. Based on the test comes 

about, the number of input highlights impacts the R-

index esteem for the Neural Arrange classification 

strategy. By and large, combining the Neural 

Organize and Bolster Vector Machine is the leading 

classification strategy by appearing 85% exactness. 
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