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Abstract: Violence against children is a severe problem. Violence causes physical and mental trauma and can even 

threaten the lives of victims, especially children. Therefore, violent cases need special attention and require detection 

in their handling. Violence detection research is still a challenge for researchers and a considerable effort. A training 

process on video datasets is extensive empirical studies. Finding the optimal feature set and classifier is needed to 

achieve good recognition results. This paper presents violence detection using the visual geometry group network-16 

(VGGNet-16)-based deep transfer learning feature extraction, combined with ensemble decision fusion learning. 

Ensemble decision fusion learning is a kind of ensemble learning method. It combines classifiers from multiple models 

and datasets. The majority of voting connects the classifier’s output is used to decision fusion in this study. The 

majority voting counts the votes of the base learners and predicts the final class as an output; it is less biased toward 

the outcome. The deep learning classification methods used as an ensemble are LSTM, BiLSTM, GRU, and SVM. 

The experimental results show that a combination of VGGNet-16 and ensemble decision fusion learning can increase 

children’s violence detection accuracy on surveillance videos. The obtained accuracy is 92.4% better 1.5% to 22.7% 

among other methods. 

Keywords: Deep transfer learning, Child violence detection, Ensemble learning, Decision fusion learning, Deep 

learning. 

 

 

1. Introduction 

Violence against children is a global problem in 

societies with various backgrounds. Globally, every 

year it is estimated that one in two children aged 2-17 

years experiences multiple acts of violence [1]. 

Approximately three in four children between the 

ages of two and four are subject to violent 

punishment by their caregivers [2, 3]. UNICEF 

reports that 1.8 billion children live in 104 countries 

where violence prevention and response services 

have been disrupted due to COVID-19 [4]. In some 

countries, the helplines call for domestic violence has 

increased 10-50% [5]. Developing an early detection 

system for violence is necessary with the high 

number of cases and fatalities impacted by violence 

against children. 

Several studies on early violence detection have 

provided publicly accessible annotated video data. 

The authors applied the Histogram of Oriented 

Gradient (HOG) as feature extraction in [6]. Another 

study uses the Spatio Temporal Auto-Correlation 

Gradient (STACOG) feature to represent violent or 

non-violent activities that occur in surveillance 

videos [7]. Some utilize human skeleton parts 

(human skeleton) to detect violent mass activities [8]. 

Bruno Peixoto and his team used visual and audio 

features on violence detection [9]. 

Seymanur Akti and his team researched fight 

detection through surveillance cameras. They use the 

VGG16 and Xception network combined with Long 

Short Term Memory (LSTM) and Bidirectional 

LSTM (BiLSTM) plus a self-attention layer as a 

classification method. Besides that, the authors also 

compiled a new dataset collected from surveillance 

cameras [10]. Aayush Jain and Dinesh Kumar 

Vishwakarma used motion features from dynamic 

images, using a deep neural network to study motion 
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features to detect violence [11]. They classified 

several datasets, namely the Hockey Fight dataset and 

the Movies dataset. Mauricio Perez and his team did 

the same thing; they carried out video detection from 

surveillance cameras and collected a new dataset 

containing 1000 videos [12]. 

Research on the early detection of violence is still 

challenging. The development can be in system 

improvements in performance, accuracy, and 

detection time. Other studies apply it to some 

instances, such as violence against children. Violence 

against children is a severe problem. The 

consequences of this violence continue to be felt by 

children, both short and long-term. Moreover, 

children exposed to violence are more likely to 

become victims or perpetrators of violence in the 

future, which affects the new generation [13]. Lee Jia 

Thun and his team examine methods of detecting 

cyberbullying by collecting sample text/content 

testing comments from tweets. Tweets containing 

profane words are assumed to be more likely to 

become hate speech, leading to cyberbullying. These 

texts were selected and sent to parents via an app [14]. 

Apart from texts, recognizing emotions in voice 

signals can also detect child abuse [15]. Mahrukh 

Khan and his friends carried out the detection of 

violence in cartoons. With the selection of children’s 

spectacle, they hoped to prevent violent behavior 

both at home and at school [16].  

Writers in [2] detect physical abuse in children 

using machine learning-based methods. They used 

skeletal data obtained by depth sensors. The problem 

is that not many schools or public places have these 

sensors. What is widely available in these places are 

surveillance cameras. In reality, the surveillance 

camera has not been used optimally to prevent an 

incident and is mainly used as evidence because 

actually, to carry out surveillance for 24 hours 

requires a lot of energy and materials. Therefore, we 

propose early detection of violence against children 

through video surveillance cameras. The use of deep 

learning for early violence detection has increased a 

lot to date and has shown good performance. 

Research conducted by Mostafa Mohamed Moaaz 

and Ensaf Hussein Mohamed managed to get an 

accuracy of up to 94.5% by applying deep learning to 

the Hockey dataset [17].  

There are much research has been conducted 

about violence detection. However, there are still no 

specific ones for violence against children. This study 

focuses on violent cases against children using a deep 

learning approach. Detecting violent events against 

children is challenging because they are smaller than 

the perpetrators, and it is difficult to distinguish 

between their movements playing with abuse or 

tantrums. In addition to developing an early detection 

system, this study also compiled a dataset containing 

videos of violence against children because it is still 

difficult to find datasets devoted to violence against 

children. Before the detection process, feature 

extraction was performed using the Visual Geometry 

Group (VGG16). This study uses the wavelet method 

as the classical feature extraction method to compare 

with VGG-16 because wavelets show better 

performance than PCA[18]. The classification 

algorithm used is Long Short Term Memory (LSTM), 

Bidirectional LSTM, Gated Recurrent Unit (GRU), 

and Support Vector Machine (SVM). This study also 

used the classical machine learning algorithm, 

namely the Support Vector Machine (SVM), because 

SVM has a different approach and performs well 

when combined with deep transfer learning to detect 

violence in video data [19]. 

This study implements several combinations of 

the mentioned feature extraction method and 

classification algorithm on the Hockey, Movie, and 

Crowd dataset to perform better than the current 

study in terms of accuracy. The authors also collect a 

new dataset of violence against children. Furthermore, 

this study uses ensemble learning in the classification 

process, especially decision fusion, to detect violence 

against children based on video surveillance data. 

Decision fusion learning ensemble is an excellent 

method to improve classification and detection 

performance [20]. The ensemble learning method in 

the study by Saloni Kumari to detect diabetes mellitus 

can increase accuracy [21]. Deepak Gupta and Rinkle 

Rani’s research also shows that ensemble learning 

effectively improves model performance when 

applied to malware detection [22]. The ensemble 

learning in this study utilizes the best models of the 

combination algorithm in each dataset and improves 

the accuracy of child violence detection. 

The arrangement of this paper includes the 

materials and methods used in this study described in 

Section 2. In Section 3, the results and explanations 

of the experiments that have been carried out will be 

explained. Then Section 4 discusses the conclusions. 

2. Methods 

In addition to detecting violence in children with 

deep transfer learning feature extraction, this study 

also analyzes the comparison of system performance 

using a deep learning approach with a conventional 

machine learning approach. The classical machine 

learning algorithm used as a comparison is the 

Support Vector Machine. The comparative feature 

extraction method used is wavelet. An explanation of  
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Figure. 1 Block diagram of child abuse classification 

 

violence detection and the method used is described 

in this chapter in detail as follows. 

2.1 Child violence detection 

Many surveillance cameras are available in many 

places, especially in various public spaces such as 

schools, parks, supermarkets, and others. 

Surveillance cameras record almost all activities. 

This is a new problem because the records produced 

are not matched by adequate human resources to 

monitor. One solution that can use is to carry out 

monitoring automatically. This automatic 

supervision will undoubtedly help reduce the burden 

of monitoring because the monitoring process can be 

carried out non-stop, even with limited human 

resources.  

Much automatic surveillance has been carried out, 

one of which is detecting acts of violence because it 

is not uncommon for acts of violence to be recorded 

by surveillance cameras. Detection of abnormalities 

in the video is a challenging task because the 

definition of anomalies can be ambiguous and 

vaguely defined. They vary widely based on the 

circumstances and situations in which they occur [23]. 

Various methods have carried out early detection of 

acts of violence. One widely used method and proven 

to produce good performance is the deep learning 

method. Several researchers have carried out early 

violence detection using deep learning methods such 

as [24, 25].  

2.2 Data preprocessing 

The process carried out in this study is depicted 

in Fig. 1. The first process carried out is 

preprocessing, then the data is partitioned into two 

parts, namely train data and data test. After that, each 

section is performed feature extraction and the results 

of the feature extraction will be classified. The next  
 

 
Figure. 2 Preprocessing illustration 

 

step is to evaluate the classification results. 

Evaluation is carried out by considering several 

parameters, namely accuracy, sensitivity, specificity, 

and Gmean. In addition to the parameters that 

indicate the model’s performance, we also evaluate 

the time during training and testing. After knowing 

the evaluation of the model, then the best-performing 

model is collected from each dataset and carried out 

a deep learning ensemble by combining the 

classification results from each model in each dataset 

and then combining them. A voting process is carried 

out to determine the class of each video. 

The preprocessing process is extracting the video 

into a collection of images. The video data extract in 

some frames. Each image is resized to 224 × 224 to 

match the input size at the input layer when 

performing feature extraction using deep transfer 

learning. The following process is to get the pixel 

value of each image that will be used in the feature 

extraction process. In this process, a data matrix with 

dimensions 𝑛 × 10 × 224 × 224 × 3  is generated, 

where n is the number of videos. An illustration of the 

preprocessing process for feature extraction usin 

deep transfer learning is shown in Fig. 2.  

2.3 Feature extraction 

2.3.1. Wavelet daubechies feature extraction 

Discrete Wavelet Transform (DWT) is a linear 

transformation on a vector where each dimension is 

the square of an integer. Vectors are transformed to 

another space with the exact dimensions [26]. The  
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(a)                          (b)                         (c) 

Figure. 3 Illustration of feature extraction using 

DWT: (a) before extracted features, (b) grayscale image, 

and (c) feature extraction result 

 

principle of DWT outlines the input signal into two 

sub-signals: detail and approximation. The 

approximation corresponds to the low-frequency 

input signal with the most energy, and the detailed 

sub-band corresponds to the high-frequency input 

signal. This technique can be repeated at several 

levels by taking the approximation as the input signal 

[27]. Feature extraction using DWT is shown in Fig. 

3.  
This study use DWT with mother wavelet 

Daubechies 8. Fig. 3(a) shows one of the image 

frames from the video footage that has been 

converted to a size of 224 ×  224 . Prior to the 

feature extraction process using DWT, the frame is 

converted to grayscale, as shown in Fig. 3(b). The 

grayscale frame will be extracted and will produce 

four sub-band values as in Fig. 3(c). The resulting 

sub-bands are low-low (LL) coefficients containing 

approximation coefficients, low-high (LH) 

coefficients containing horizontal coefficients, high-

low (HL) coefficients containing vertical coefficients, 

and high-high (HH) coefficients or detail coefficients. 

The sub-band used for the classification process is LL 

or approximation coefficient. In this process, a data 

matrix with dimensions is generated 𝑛 × 10 × 119 ×
119 with n the number of videos. 

2.3.2. Visual geometry group-16 

Deep transfer learning is the process of 

transferring neural network parameters trained from 

one dataset for a particular task to another problem 

with different datasets and tasks [28]. This study uses 

the Visual Geometry Group-16 model as feature 

extraction. VGG16 has about 138 million parameters 

which causes this model to require a high 

computational evaluation and use a lot of memory 

and parameters. VGG16 consists of 5 convolutional 

layer blocks and three Full Connected layers and 

requires 224 ×  224 ×  3 input. Each convolutional 

layer consists of several sub convolutional layers and 

a pooling layer. The feature extraction process using 

VGG 16 is illustrated in Fig. 4, and further 

explanation of the architecture in Fig. 4 can be seen 

in Table 1.  

 
Figure. 4 VGG-16 architecture 

 

Table 1. VGG-16 Architectural Components 

Decription Layers Output shape Parameter 

Input Input (None, 224, 224, 3) 0 

Block 1 

2D Convolution (None, 224, 224, 64) 1792 

2D Convolution (None, 224, 224, 64) 36928 

2D Max Pooling (None, 112, 112, 64) 0 

Block 2 

2D Convolution (None, 112, 112, 128) 73856 

2D Convolution (None, 112, 112, 128) 147584 

2D Max Pooling (None, 56, 56, 128) 0 

Block 3 

2D Convolution (None, 56, 56, 256) 295168 

2D Convolution (None, 56, 56, 256) 590080 

2D Convolution (None, 56, 56, 256) 590080 

2D Max Pooling (None, 28, 28, 256) 0 

Block 4 

2D Convolution (None, 28, 28, 512) 1180160 

2D Convolution (None, 28, 28, 512) 2359808 

2D Convolution (None, 28, 28, 512) 2359808 

2D Max Pooling (None, 14, 14, 512) 0 

Block 5 

2D Convolution (None, 14, 14, 512) 2359808 

2D Convolution (None, 14, 14, 512) 2359808 

2D Convolution (None, 14, 14, 512) 2359808 

2D Max Pooling (None, 7, 7, 512) 0 
 Flatten (None, 25088) 0 

  Fully Connected (None, 4096) 102764544 
 Fully Connected (None, 4096) 16781312 

Predictions Softmax (None, 1000) 4097000 

Total Parameters 138357544 

 

Fig. 4. shows the process of a video in feature 

extraction. The images resulting from preprocessing 

are processed through the VGG16 neural network, as 

shown in Table 1. The data will go through the first 

block on the VGG16 architecture. This first block 

contains two convolutional layers and one max-

pooling layer. When going through the convolutional 

layer, the convolution process is carried out using a 

kernel 3 × 3 with stride 1. Stride is a neural network 

filter parameter that modifies the amount of 

movement on the image during the convolution 

process, as for the max-pooling layer, kernel 2 × 2 

with stride 2. After going through the first block, a 

matrix of size 𝑛 × 112 × 112 × 64  was obtained, 

where n is the number of videos. 

As in the first block, the second and third blocks 

also contain two convolutional neural networks and 

one max pooling layer. For the fourth and fifth blocks, 

three convolutional layers are used. After going 

through the five blocks, a matrix of sizes 𝑛 × 7 × 7 × 
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Figure. 5 Image of the 1st feature to 200th feature of 

transfer learning results 

 

512 was obtained. The results of the fifth block will 

go through a flattened layer. In this layer, the 

resulting matrix is converted into a row matrix for 

each data so that a matrix of size is 𝑛 × 25088 

obtained. In the last process, the data goes through 

two fully connected layers, which produce a matrix 

with dimensions of 20 × 4096. 

Suiting the needs of this research, we do not use 

the prediction layer/softmax layer, which is a fully 

connected layer and is used to classify 1000 classes. 

Instead, we use another classification method. 

Therefore, the transfer learning results obtained have 

dimensions of 10 × 4096. The number 10 represents 

the number of images taken in one video. From Table 

1 we know that the VGG16 architecture used as a 

parameter of 138357544. Because it does not use a 

softmax layer, the number of parameters used is 

reduced to 134260544. The results of transfer 

learning are depicted in Fig. 5. 

2.4 Classification 

2.4.1. Support vector machine 

Support Vector Machine (SVM) is a classifier 

that works on the Structural Risk Minimization 

principle, which Vapnik and Chervonenkis first 

introduced in 1992. The learning process on the 

Support Vector Machine is looking for a support 

vector to obtain the best hyperplane. The advantage 

of SVM is that this algorithm provides a unique 

solution because it solves the convex optimization 

problem [29].  

Most problems in real life are non-linear 

problems. Non-linear SVM can be an alternative 

problem solver. We have to find a non-linear 

transformation so that the data can be mapped to a 

high-dimensional feature space where the 

classification becomes linear. The transformation’s 

selection is made so that the dot product leads to a 

kernel function 𝐾(𝑥, 𝑥𝑖) as in Eq. (1), which allows 

us to write the decision function as Eq. (2), with 

Lagrange multipliers 𝛽𝑖 ≥ 0 and 𝑏 as bias. We can 

directly use kernel functions for non-linear problems 

called kernel tricks [30]. In this research, three kernel 

functions are used: linear kernel, Radial Basis 

Function (RBF) kernel, and polynomial kernel. 

 

𝐾(𝑥, 𝑥𝑖) = 𝜙(𝑥) ∙ 𝜙(𝑥𝑖)                   (1) 

 

𝑓(𝑥) = 𝑠𝑔𝑛(∑ 𝛽𝑖𝑦𝑖𝐾(𝑥, 𝑥𝑖) + 𝑏𝑙
𝑖=1 )          (2) 

2.4.2. Long short term memory 

A recurrent Neural Network (RNN) is one of the 

neural network algorithms that can store previous 

inputs in memory. Like RNN, Long Short Term 

Memory also has recurrent connections so that the 

previous neuron status is used as consideration for 

formulating output. However, LSTM has a unique 

formulation, namely memory cells that can store 

information for a long time. LSTM can also deal with 

vanishing gradient and exploding gradient problems 

that RNN cannot avoid during backpropagation 

optimization [31].  

The main key of memory cells is the gate, which 

is a weighted function that regulates the flow of 

information in the cell. There are three types of gates, 

i.e., forget gate, which decides what information to 

remove from the cell, input gate determines what 

information from input data is used for updating 

memory status, and output gates that make decisions 

for output based on input data and memory cells [32]. 

LSTM implementation steps, namely: 

i.Decide what information will be retained and 

forgotten. A sigmoid function achieves this by 

considering the previous state (output) (ℎ𝑡−1) and 

the current input 𝑥𝑡 and calculating the forget gate 

function 𝑓𝑡  using Eq. (3), where 𝑊𝑓and 𝑈𝑓 is the 

weight. If 𝑓𝑡 = 1 then the information will be 

retained, if 𝑓𝑡 = 0  then the information will be 

removed.  

 

𝑓𝑡 = 𝜎(𝑥𝑡𝑈
𝑓 + ℎ𝑡−1𝑊

𝑓)                 (3) 

 

ii.Updating the contents or contents of a memory cell. 

In this step, the new information will be selected, 

stored in the status cell. At the gate input, there are 

two parts of the sigmoid function choose which 

value will be updated and the function tanh create 

vector values new candidate �̂�  by providing a 

weight on the value selected based on the level of 

importance with the range of -1 to 1. After that, both 

combined to update the status. �̂�  combined with 

𝐶𝑡−1 to update 𝐶𝑡 . Output 𝐻𝑡  calculated based on 

the output function of the sigmoid and tanh function 

of 𝐶𝑡, which �̂�𝑡 is a candidate and the memory cell, 

𝑊𝑖,𝑊𝑔 is the weighting parameter. Calculation 𝑖𝑡 

and �̂�𝑡  shown in Eqs. (4) and (5). 

 

𝑖𝑡 = 𝜎(𝑥𝑡𝑈
𝑖 + ℎ𝑡−1𝑊

𝑖)                  (4) 

 

�̂�𝑡 = tanh (𝑥𝑡𝑈
𝑔 + ℎ𝑡−1𝑊

𝑔)             (5) 
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iii.In the next step the old status cell 𝐶𝑡−1 is actualized 

with 𝐶𝑡 by multiplying the old status cell by 𝑓𝑡 to 

forget irrelevant information and then adding it with 

�̂�𝑡. This process represents a new candidate value 

that is scaled based on how many are selected to 

update each status value, represented by Eq. (6).  

 

𝐶𝑡 = 𝑓𝑡 ∙ 𝐶𝑡−1 + 𝑖𝑡 ∙  �̂�𝑡                    (6) 

 

iv.The final step is to calculate the output. First, the 

sigmoid function selects the relevant part of the cell 

state to be transmitted to the output. The state cell 

is then passed through and multiplied by the 

sigmoid gate output, so only the portion selected for 

output is saved. At the end of the cycle, units of the 

hidden layer ℎ𝑡 representing the output cycle and 

memory status used the next cycle. Calculation 𝑜𝑡 

and ℎ𝑡shown in Eqs. (7) and (8).  

 

𝑜𝑡 = 𝜎(𝑥𝑡𝑈
𝑜 + ℎ𝑡−1𝑊

𝑜)                   (7) 

 

ℎ𝑡 = tanh (𝐶𝑡) ∙ 𝑜𝑡                       (8) 

 

In Briefly, in LSTM, the three gates are trained to 

learn what information can be retained in memory, 

how long it can be stored, and when it can be used. 

Combining multiple memory cells into a block allows 

them to share the same gate.  

2.4.3. Bidirectional long short term memory 

The basic idea of Bidirectional LSTM comes 

from the Bidirectional Recurrent Neural Network 

(BiRNN) [33]. BiRNN presents each data train 

sequence forward and backward into a different 

recurrent network, both of which are connected to the 

same output layer [34]. The output at any time t 

depends not only on the previous input, but also on 

the next input [35]. The hidden layer in the 

bidirectional LSTM stores two values: the forward 

calculation and the value for the reverse calculation 

[36].  

Connections in the layer forward are equivalent 

to multiple stacked LSTM networks, which computes 

the sequence (ℎ⃗ 𝑡
𝐿. 𝑐 𝑡

𝐿) 𝑓𝑟𝑜𝑚 𝑡 =  1 𝑡𝑜 𝑇 . On the 

other hand, in the forward layer the (ℎ⃗⃖𝑡
𝐿. 𝑐𝑡

𝐿) and the 

output is from iterated 𝑡 =  𝑇 𝑡𝑜 1 . Therefore, the 

mathematical expression of the Lth LSTM backward 

layer, at time 𝑡, can be written in Eqs. (9) to (14), the 

notation used same as the LSTM but in a different 

direction where the terms W and b express the weight 

and bias of the corresponding gate respectively. 

 

𝑓𝑡
𝐿 = 𝜎 (𝑊

𝑓ℎ

𝐿 ℎ𝑡+1
𝐿 + 𝑊

𝑓𝑥

𝐿ℎ𝑡
𝐿−1 + 𝑏

𝑓
𝐿)          (9) 

�⃖�𝑡
𝐿 = 𝜎(𝑊𝑖ℎ

𝐿ℎ𝑡+1
𝐿 + 𝑊𝑖𝑥

𝐿ℎ𝑡
𝐿−1 + 𝑏𝑖

𝐿)          (10) 

 

�̃⃖�𝑡
𝐿 = tanh (𝑊

𝑐̃⃖ℎ

𝐿 ℎ𝑡+1
𝐿 + 𝑊

𝑐̃⃖𝑥

𝐿 ℎ𝑡
𝐿−1 + 𝑏

𝑐̃⃖
𝐿)      (11) 

 

𝑐𝑡
𝐿 = 𝑓𝑡

𝐿 ∙ �̃⃖�𝑡+1
𝐿 + �⃖�𝑡

𝐿 ∙ �̃⃖�𝑡
𝐿                 (12) 

 

�⃖�𝑡
𝐿 = 𝜎(𝑊�⃖⃗�ℎ

𝐿 ℎ𝑡+1
𝐿 + 𝑊�⃖⃗�𝑥

𝐿 ℎ𝑡
𝐿−1 + 𝑏�⃖⃗�

𝐿)       (13) 

 

ℎ⃗⃖𝑡
𝐿 = �⃖�𝑡

𝐿 ∙ tanh(𝑐𝑡
𝐿)                  (14) 

 

The output of BiLSTM can be expressed in Eq. 

(15) which 𝑊ℎ⃗⃗ 𝑦, 𝑊ℎ⃗⃗ 𝑦 are the weight, 𝑏𝑦 is bias, ℎ⃗ 𝑡 

is the output of layer forward and ℎ⃗⃖𝑡  the backward 

output of layer [37]. 

𝑦𝑡 = 𝑊ℎ⃗⃗ 𝑦ℎ⃗
 
𝑡 + 𝑊ℎ⃗⃗ 𝑦 ℎ⃗⃖𝑡 + 𝑏𝑦           (15) 

2.4.4. Gated recurrent unit 

GRU is a simplified version of the LSTM that  

can achieve the same results as the LSTM, using 

fewer parameters consisting of two gates, namely the 

reset gate and the update gate [38]. The update gate 

controls the previous information brought to the 

current layer, while the reset gate decides the amount 

of information to be discarded [39]. The equations for 

the update gate 𝑧𝑡 , reset gate 𝑟𝑡, current memory state 

ℎ̃𝑡, and final memory ℎ𝑡 are in Eqs. (16) to (19). 

 

𝑧𝑡 = 𝜎(𝑊𝑧 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧)             (16) 

 

𝑟𝑡 = 𝜎(𝑊𝑟 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟)             (17) 

 

ℎ̃𝑡 = tanh(𝑊 ∙ [𝑟𝑡⨀ℎ𝑡−1, 𝑥𝑡] + 𝑏)        (18) 

 

ℎ𝑡 = (1 − 𝑧𝑡)⨀ℎ𝑡−1 + 𝑧𝑡⨀ℎ̃𝑡           (19) 

 

Signs ⨀ represent the Hadamard product. 𝑊𝑧, 𝑊𝑟, 

and 𝑊 is a weighted matrix, 𝑥𝑡  is the input vector, 

ℎ𝑡−1is previous hidden state, 𝜎 and tanh activation 

function is sigmoid and tanh, 𝑏𝑧, 𝑏𝑟, and 𝑏 are biased. 

2.4.5. Ensemble decision fusion learning 

The ensemble is one type of Ensemble Learning. 

This method combines various models or classifiers 

and various types of datasets to increase the 

predictive power and accuracy of the classification 

model. The training process for making classification 

models takes up many resources and requires various 

experiments with various parameters to produce a 

good performance. When all the train data are 

combined, it will take longer. If we have several data 
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sets for the same case, we have also done experiments 

and got the best model. It would be a pity if the 

resulting model was ignored so that we had to retrain 

with a new batch of models. This study uses ensemble 

decision fusion learning to maximize the 

classification results by utilizing experimental 

models with hockey, movie, and crowd datasets. We 

combined the new model’s results with the child 

dataset to detect child abuse in video surveillance. 

The decision fusion ensemble we use is majority 

voting. This method is a powerful way to improve the 

prediction accuracy of classification models [20]. 

The ensemble method applied in a study conducted 

by Saloni Kumari to detect diabetes mellitus showed 

that it could increase accuracy [21]. In addition, this 

ensemble method can improve model performance 

when applied to malware detection, as done in [22]. 

Majority voting is the simplest but most powerful 

way and minimizes bias. Majority voting is done by 

combining the classification results from each 

classifier and then making decisions based on the 

most votes in the voting. In the case of binary 

classification, the number of models combined in this 

learning ensemble is odd to avoid a balanced number 

of votes. If a classifier makes an error, this method 

attempts to complement it with another member of 

the ensemble, which throws the error on a different 

object [40]. Each ensemble method requires an 

appropriate decision-combination strategy to 

combine the results from a single classifier to produce 

a final predictive model. The final prediction results 

are usually determined by majority voting, which 

refers to hard voting [41]. Each prediction made by 

base learning is counted as a vote and the combined 

prediction is determined by a majority vote [42]. 

Hard voting can be defined mathematically in Eq. 

(20) which determines the mode of the single 

classifier result, with 𝑦𝑖 the final prediction label of 

the i-th data and 𝑐1, 𝑐2, … , 𝑐𝑘 the predicted result of 

single classifier-1 to single classifier-k.  

 

𝑦𝑖 = 𝑚𝑜𝑑𝑒{𝑐1, 𝑐2, … , 𝑐𝑘}                (20) 

 

In this study, training and testing will be carried 

out on several datasets, the best model from each 

dataset These are then combined to improve model 

performance on child datasets using stacking 

ensemble learning. The decision-making process is 

done by decision fusion majority voting. The 

ensemble learning steps carried out in this study will 

be described as follows: 

Step 1. Each dataset is divided into training and test 

data using k fold validation. 

Step 2. The training data from each dataset will be 

used as input for every single classifier for 

the training process. Before the training 

process, the data is preprocessed and feature 

extracted using the VGG16 algorithm.  

Step 3. Test the test data on every single classifier of 

each dataset.  

Step 4. Evaluate the performance of a single classifier 

on each dataset.  

Step 5. The best-performing model from each dataset 

is selected to be combined in the learning 

ensemble. The number of models selected 

must be odd to avoid an even number of votes.  

Step 6. The results of the testing of each selected 

model are used as input to ensemble learning.  

Step 7. Conduct the voting process by assigning a 

class to each data based on the most votes.  

Step 8. Evaluate the performance of the learning 

ensemble.  

3. Results and discussion 

The authors developed a model to detect violence 

against children on video data in this research. For 

initialization, a model is developed using hockey, 

movie, and crowd dataset [43-46]. Then to improve 

performance, a deep learning ensemble is carried out 

on the child dataset. The child dataset dan 

experimental setup is explained at the beginning of 

this section, followed by experiment results. 

3.1 Dataset and experimental set up 

This study compiled a dataset collected manually 

from several online platforms. We download videos 

that contain violence against children and some 

videos that do not contain violence. Videos 

containing acts of violence against children consist of 

abuse by parents or caregivers. For videos that do not 

contain acts of violence, we take videos of children 

playing. Figure 6. represents the sample image from 

the video in the child dataset. The collected videos 

were trimmed into a similar duration of 1-2 seconds. 

Then each of the video footage is manually labeled. 

This dataset consists of 332 videos, of which 145 are 

violent, and 189 are non-violent. This study uses 5-

fold validation with a ratio of 4:1 for the distribution 

of the dataset. This research obtained 266 training 

and 66 videos as test data.  

 

 
(a)                                           (b) 

Figure. 6 Sample images of child dataset with label: (a) 

violence and (b) non-violence 
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Figure. 7 Graph of accuracy on hockey, movies, and crowd dataset 

 

3.2 Experimental results 

Fig. 7 shows the accuracy of the hockey, movie, 

and crowd datasets. Based on Fig. 7, the best 

accuracy for the hockey dataset was obtained when 

using the VGG-BiLSTM combination method with a 

value of 0.955, which is better than the results 

obtained in [11, 23, 24]. The experimental results 

obtained for the movie dataset are outstanding. All 

combinations of algorithms can classify videos with 

an accuracy of 100%, and the author obtained the 

same result in [11], who was able to classify the 

movie dataset without anything wrong. This result is 

obtained because most of the videos focus on scenes 

of violence at close range, and there is rarely noise 

like the crowds in the crowd dataset.  

In general, the best feature extraction method for 

hockey and crowd datasets is VGG16, with an 

average accuracy of 0.947 for hockey datasets and 

0.854 for Crowd datasets. In addition to providing the 

best accuracy, the VGG16-SVM and VGG16-GRU 

methods also obtain the best Gmean on the crowd 

dataset, 0.874. It can be said that the two 

combinations of algorithms can effectively classify 

the two classes compared to others. The best 

initialization model for each dataset in Fig. 7 will be 

combined with the best model from the child dataset 

to enhance the ensemble learning method. 

Table 2 and Fig. 8 show the experimental results 

on the child dataset. Wavelet-LSTM shows the best 

specificity in this dataset which is 0.947. In contrast, 

the accuracy and the Gmean are only 0.773 and 0.712. 

The G-Mean value is crucial to consider considering 

that this child dataset is unbalanced because the G-

Mean value shows the performance to classify the 

two classes in a balanced way. The best accuracy 

when training on this dataset was obtained using a 

combination of the VGG16-LSTM and VGG16-

GRU method, which was 0.909. In addition to getting 

the best accuracy, both algorithms also provide the 

best sensitivity and Gmean of 0.929 and 0.911.  

Fig. 8 shows the time required to test the test data 

on the child dataset. The fastest average test time 

obtained using the VGG16 feature extraction method 

is 0.679 seconds. Judging from Figure 8, the testing 

time required for data without feature extraction takes 

a long time; it is different when combined with 

feature extraction methods. It shows that feature 

extraction speeds up testing time. Fig. 9 shows the 

confusion matrix and scatter plot of the child dataset. 

The confusion matrix displayed represents the 

combination of methods with the best accuracy from 

each classification algorithm. Fig. 8 and 9 imply that 

the VGG16 method used as feature extraction 

provides good accuracy and test time performance. 

 
Table 2. Table of experimental results child dataset 

Method F.Ext 
Accu-

racy 

Sensi-

tifity 

Speci-

ficity 

G-

Mean 

SVM VGG18 0.894 0.893 0.895 0.894 

Wavelet 0.788 0.643 0.895 0.758 

- 0.803 0.679 0.895 0.779 

LSTM VGG16 0.909 0.929 0.895 0.911 

Wavelet 0.773 0.536 0.947 0.712 

- 0.742 0.786 0.711 0.747 

BiLSTM VGG16 0.894 0.857 0.921 0.889 

Wavelet 0.803 0.714 0.868 0.788 

- 0.773 0.857 0.711 0.780 

GRU VGG16 0.909 0.929 0.895 0.911 

Wavelet 0.833 0.714 0.921 0.811 

- 0.697 0.464 0.868 0.635 

Ensembel 

Deep 

Learning 

VGG16 0.924 1 0.868 0.932 

0.93 0.935 0.915 0.945 0.93
0.865

0.94 0.95
0.955 0.944 0.945 0.945

1 1 1 1 1 1 1 1 1 1 1 1
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Figure. 8 Testing time on child dataset 

 

 
Figure. 9 Confusion matrix and scatter plot on child dataset 

 

This study also conducted Ensemble Deep 

Learning to improve performance. The Ensemble 

Deep Learning method combines the best models 

from the Hockey, Crowd, Movie, and Child datasets. 

We use a combination of the best methods from the 

Hockey dataset, namely VGG16-BiLSTM, while 

from the Movie dataset, and two algorithms, namely 

VGG16-SVM and VGG16-GRU. Choosing the 

models is good performance for the movie dataset 

and the fastest testing time. The crowd dataset uses 

the model from VGG16-SVM and VGG-GRU, and 

the child training dataset uses the model from 

VGG16-LSTM and VGG16-GRU as ensemble 

learning models. The child seven selected models 

were applied to detect violence on the child dataset as 

many as 66 videos. Testing results from each model 

are then collected, and a voting process to determine 

the class of each video. 

The Ensemble Deep Learning method can 

increase accuracy by 0.015 compared to the best 

when using only one method combination. In 

addition, the sensitivity value obtained also increased 

by 0.071 to 1, and the Gmean value increased from 

0.911 to 0.932. The time required to test this 

ensemble method is 11,119 seconds, longer than 

when using only one algorithm combination. 
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However, this testing time is still within the limit, 

given that the performance provided is better when 

compared to using only one method combination. 

The ensemble learning method’s scatter plot and 

confusion matrix is in Fig. 9. 

4. Conclusion 

This study explores some methods to detect 

violence from surveillance video. We have compiled 

the dataset containing video footage of acts of 

violence against children. In addition to using the 

compiled dataset, experiments also use three other 

datasets: the hockey dataset, the movie dataset, and 

the crowd dataset. The best accuracy and G-Mean 

obtained for the hockey dataset is 0.955 using 

VGG16- BiLSTM. The combination of VGG16-

SVM and GRU provides the best accuracy and G-

Mean for crowd datasets, although SVM requires less 

testing time with a time difference of 0.33 seconds. 

GRU is more memory efficient because it does not 

need to store kernel gram matrix. The VGG16-LSTM 

shows the best accuracy in the child dataset, with G-

mean results reaching 0.909 and 0.911. All the 

algorithms provide excellent performance for the 

movie dataset.  

Overall, feature extraction using deep learning 

gives outstanding performance when combined with 

all algorithms in performance and time. The results 

obtained showed an increase; the accuracy value 

increased by 0.015 to 0.924, the sensitivity value 

increased by 0.071 to 1, and the Gmean value 

increased by 0.021 to 0.932. The highest Gmean and 

sensitivity were obtained from all datasets with 

accuracy results when VGG16 was a feature 

extraction method. VGG16 is also able to increase 

accuracy up to 0.417. An ensemble deep learning 

method is used to improve the performance of the 

child dataset, an. The classification combined the best 

models from each dataset with VGG as the extraction 

feature. The testing time required for this deep 

learning ensemble method is longer, 11,119 seconds. 

The proposed method shows good results but still 

needs to be developed to improve accuracy and faster. 

Studies can be designed and implemented in real-

time CCTV violence detection in the future. 
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