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Abstract: Recent advances in the field of the wireless sensor networks (WSNs) have led to their deployment in a wide 

range of agricultural, military, healthcare, and industrial applications. WSNs consists of small power-constrained 

sensors. Energy conservation is a challenging task in WSN. Optimal utilization of sensor energy is key issue in WSN. 

Various solutions have been proposed to solve the issues related to sensor energy. Energy-related concerns are best 

managed by clustering in WSNs. However, uneven energy consumption occurs because of a lack of balance in the 

clusters and the protocol behavior varies with the network size and node density. In this paper, a particle swarm 

optimization (PSO)-based multi-objective energy efficient scheme (MOEES) is proposed to create energy-efficient 

clusters in WSNs. MOEES elects energy-efficient cluster heads (CHs) by considering the intra-cluster distance, inter-

cluster distance, and node degree. The main aim of MOEES is to form energy-efficient, balanced, and scalable clusters. 

The optimum values of these parameters are obtained using MOEES. Furthermore, exhaustive simulations and 

comparisons with PSO-C, BERA, PSO-ECHS and ECMOSSA have been performed through varying network sizes 

and node densities to evaluate the effectiveness of MOEES. The total energy consumption of MOEES for 100 nodes 

and 200 nodes is 8.52 J and 15.18 J respectively, it is lowest when compared with existing techniques. 

Keywords: Wireless sensor networks, Energy, Base station, Cluster heads, Sensors, Multi-objective clustering. 

 

 

1. Introduction 

Wireless sensor networks (WSNs) [1] have 

grown at a very fast pace and has gained the attention 

of a huge number of applications in different domains 

in the recent past [2]. WSNs comprises the enormous 

number of battery-operated sensor nodes (SNs) 

dispersed over some geographic area as depicted in 

Fig. 1. In WSNs, SNs are deployed to monitor various 

environmental parameters such as humidity, 

temperature, and wind speed for desired information 

[3]. These SNs can be static or mobile and forward 

the collected information to the base station (BS). A 

SN [4] consists of (i) microcontroller (ii) memory (iii) 

battery (iv) radio transceiver and (v) sensor [5]. The 

microcontroller processes the sensed data and the 

radio transceiver is responsible for receiving and 

transmitting the data [6]. The SNs are equipped with 

limited power battery. When SNs are installed then it 

is not possible to recharge [7] and replace battery. 

The limited power source of SNs is a main constraint 

of the WSNs [8]. So, there is a need for proper 

techniques to handle the energy issues in SNs. The 

overall performance of WSN can only be managed 

with energy-efficient management schemes [9].  

In the last two decades, researchers have 

proposed numerous protocols to manage the energy 

requirements in WSNs. The clustering algorithms 

introduced by Heinzelman are considered to be 

effective solutions regarding energy conservation 

[10]. In clustering, the WSN is partitioned into sub-

areas known as Clusters [11] and are managed by 

Cluster heads (CHs) [12]. CH gathers data [13] from  
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Figure. 1 WSN model 

 

SNs within their clusters, further, the collected data is 

aggregated into a packet [13]. 

The packet is forwarded using a single-hop or 

multi-hop communication channel to the base station 

(BS) depending upon CH and BS distance and 

reduces the long-distance communications [15]. 

Further, the BS forwards data to the user application 

to fulfil the real-time requirements [16]. Fig. 2 

demonstrates a cluster-based WSN model, where 

orange, yellow and blue circles represent the BS, CHs 

and SNs respectively. 

Before the clustering technique, SNs send data 

directly to BS. Direct transmission was not energy 

efficient because of long distance between SN and BS 

and data redundancy [2]. The clustering technique 

was introduced to avoid direct data transmission. In 

clustering, SNs elects CH that receives the data, 

remove redundancy, aggregates it, and transmit to the 

BS. So, the selection of CH plays an important role in 

energy consumption efficiently.  

In past various conventional approaches such as 

LEACH (Low-Energy-Adaptive-Cluster-Hierarchy) 

[10], EEHC (Energy efficient hierarchical clustering) 

[24], HEED (Hybrid-Energy-Efficient-Distributed) 

[25], UCS (Unequal clustering size) [26] , EECS 

(Energy-efficient clustering scheme) [27] have been 

proposed for optimal CH selection. However, optimal 

CH selection has not been achieved with these 

techniques in WSNs.  

The selection of an optimal set of CHs is a non-

deterministic hard problem. Researchers have 

proposed numerous evolutionary techniques to solve 

CH selection problems such as particle swarm 

optimization (PSO) [17], Ant colony optimization 

(ACO) [18], and genetic algorithms (GA) [19]. These 

evolutionary techniques aim to solve energy-related 

constraints for the optimal solution in WSNs [20-22]. 

In this paper, a PSO-based multi-objective 

energy-efficient scheme (MOEES) is proposed. 

MOEES selects the most optimal CHs to handle 

cluster activities. Parameters for CH selection 

considered in MOEES are intra-cluster distance,  
 

 
Figure. 2 Cluster based WSN model 

 

inter-cluster distance, and node degree. The novel 

fitness function has been developed using these 

parameters for CH selection. Nodes having minimum 

fitness values are selected as CHs [21], [23]. Further 

selected CHs gather data and transfer to BS. 

Specifically, in MOEES a novel fitness function is 

designed for the formation of balanced, scalable, and 

energy-efficient clusters. The major contributions of 

the paper are summarized as follows: 

• The MOEES scheme uses the PSO technique to 

select the optimal CH for the clustering process. 

• CHs are dispersed throughout the network by 

maximizing the average distance between CHs 

that enhances scalability. 

• Minimized the difference in node degree and 

intra-cluster distance to form the balanced clusters. 

This is due to the inclusion of minimal deviation 

in node degree and intra-cluster distance objective 

in the fitness function.  

The rest of the paper is arranged as follows: 

related protocols are discussed in Section 2, Energy 

consumption model in Section 3. Section 4 and 

Section 5 give the brief Outline of PSO and MOEES 

respectively. The proposed scheme and simulation 

results are described in Sections 6 and 7 respectively. 

Finally, Section 8 concludes the paper. 

2. Related work 

In recent times various researchers have proposed 

numerous techniques for energy-efficient clustering. 

Some of the recent and novel research works related 

to clustering schemes are reviewed and presented as 

below: 

First Heinzelman [10] introduced the clustering 

protocol namely Low-Energy Adaptive Clustering 

Hierarchy (LEACH), to randomly distribute the CHs 

based on probability. LEACH uses Time Division 

Multiple Access (TDMA) schedule to get a time slot 

for data transmission. However, in LEACH Uniform 

distribution and load distribution cannot be ensured 

because CHs are elected based on probability. 
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Bandyopadhyay and Coyle [24] developed an Energy 

Efficient Hierarchical Clustering (EEHC) a 

distributed, randomized clustering algorithm that 

arranges the SNs into energy-efficient clusters. 

EEHC hierarchically organizes the CHs. In EEHC, 

CHs send the sensed data through single-hop and 

cannot be implemented for scalable applications. 

Younis [25] presented a distributed clustering scheme 

known as Hybrid Energy-Efficient Distributed 

clustering approach (HEED) that selects CH based on 

the residual energy of nodes and node degree. In 

HEED, chances to become CH of two nearby SNs are 

low. Soro and Heinzelman [26] proposed an Unequal 

Clustering Size (UCS) bi-layered model that leads to 

uniform energy consumption among the CHs. UCS 

does not work for large WSNs because of two hops 

inter-cluster communication. Ye in [27] developed an 

Energy-Efficient Clustering Scheme (EECS) that 

elects cluster heads having the highest residual 

energy. But global information for communication in 

EECS creates energy overheads due to single-hop 

communication. Bajaberand Awan [28] proposed an 

Adaptive Decentralized Re-Clustering Protocol 

(ADRP) for WSN’s to achieve a longer lifetime. The 

CH’s selection depends on the residual energy of SN 

and the average energy of clusters. But distance 

parameters are ignored in ADRP, as a result far SNs 

having high residual energy in single-hop 

communication got depleted. Wei [29] proposed a 

distributed Energy-efficient Clustering algorithm 

(EC), that conserves energy in multi-hop data 

delivery schemes. CH node density in EC is 

determined based on the hop to sink distance. The 

Firefly Synchronisation Multi-hop Geographical 

Energy Aware Routing (FSM-GEAR) method is 

introduced by Giva andriana mutiara [30] to enhance 

energy efficiency by reducing transmission distance. 

Furthermore, by performing firefly synchronisation 

among nodes, the waiting time was minimised. The 

LEACH and Improved Spider Monkey Optimization 

(ISMO) describe the optimal CH selection and 

routing respectively in [31]. The multiple parameters 

considered to optimize the ISMO are residual energy, 

distance, and routing traffic. In Energy-aware 

Clustering for WSNs using Particle Swarm 

Optimization Algorithm (PSO-C), parameters 

considered for CH selection are intra-cluster distance 

and residual energy [32]. PSO-C allocate the Cluster 

Head (CH) over the network area and enhanced the 

data delivery and network lifetime. Lalwani 

introduced Biogeography-based Energy-saving 

Routing Architecture (BERA) in [34]. BERA selects 

CH by considering the intra-cluster distance, residual 

energy, and CH-sink distance for the optimal cluster.  

Moreover, for optimal routing three parameters 

residual energy, node degree, and intra-cluster 

distance are considered for the fitness function. 

Srinivasalu in [35] presented Energy Centric Multi 

Objective Salp Swarm Algorithm (ECMOSSA). The 

parameters considered for fitness function are 

residual energy, intra cluster distance, CH to BS 

distance, node degree and node centrality. Rao in [20], 

discussed particle swarm optimization-based Energy 

Efficient Cluster Head Selection (PSO-ECHS). To 

select CH, parameters considered in the protocol are 

residual energy, intra-cluster distance, and CH to BS 

distance.  

The aforementioned protocols enhance the 

energy efficacy of WSNs. However, most of the 

protocols do not consider balance in clusters carefully, 

therefore, suffers from uneven energy consumption. 

Moreover, not all of these algorithms consider SN 

distribution and scalability so the performance of 

protocols varies with the network size and SN density. 

It is inferred from literature, that uneven energy 

consumption and scalability are given less 

importance. Therefore, to address the problems of 

energy efficiency, scalability, and balanced 

clustering, we have proposed a multi-objective 

energy-efficient clustering scheme using PSO. A 

comparison of different protocols is depicted in Table 

1. 

3. Energy consumption model 

We use the first-order radio model as suggested 

in [33]. In this, both free space and multi-path fading 

propagation models are used. The energy 

consumption model used in MOEES is shown in Fig. 

3. Based on the transmitter and receiver distance d, 

propagation model channels are selected. The free 

space fs model is used if the distance is less than a 

threshold d0, and amp (multipath) is used otherwise. 

Thus, the energy consumption for transmitting a p bit 

message over distance d is as follows:  

 

ETX(p,d)= {
 pEelec  + pϵfsd

2
,     d<d0

 pEelec   + pϵampd
4
  , d≥d0

          (1) 

 

to receive a p − bit message, the radio expends 

 

ERX(p)=pEelec                       (2) 

 
Where ϵ𝑓𝑠 and ϵ𝑎𝑚𝑝 are energy consumption for 

free space and multi-hop. The energy consumption 

for transmission and receiving is as described in Eqs. 

(1) and (2). 
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Table 1. Comparison of different protocols 

Protocol Selection parameter Network/classification/Topology Limitation 

[10] LEACH Probability-based CH 

selection 

Homogeneous/Hierarchical Non-uniform CH 

distribution, Unbalanced 

clustering 

[24] EEHC Find Optimal values p 

(probability) and k hops 

Homogeneous 

Distributed 

Hierarchical 

Non-scalable 

[25] HEED The residual energy of 

nodes and node degree 

Independent of network size 

Distributed 

Hot spot issue near the 

sink, Asymmetric energy 

consumption 

[26] UCS Bi-lateral model 

Unequal clustering 

scheme 

Homogeneous 

Heterogeneous 

Non-scalable Two hops 

inter-cluster 

communication 

[27] EECS Residual energy Localized communication Single hop 

[28] ADRP The residual energy of 

SN and Average energy 

of cluster 

Distributed CH failure, Asymmetric 

energy consumption  

[29] EC Hop to sink distance  Hierarchical 

 

Inefficient energy 

consumption, unbalanced 

clusters 

[30] Improved 

SMO 

Residual energy, 

Distance  

Hierarchical 

 

Consider only energy and 

distance 

[32] PSO-C PSO (Algorithm) 

Intra-cluster distance 

Residual energy 

Centralized Direct CH-sink 

communication 

[34] BERA BBO (Algorithm) 

Intra-cluster distance, 

Residual energy, 

CH-Sink distance 

Centralized CH distributed non-uniform 

Non-scalable 

[20] PSO-ECHS PSO (algorithm) 

Intra-cluster distance, 

Residual energy, 

CH-Sink distance 

Centralized Non-scalable 

Unbalanced 

 

 
Figure. 3 Energy consumption model of WSN 

where 

• 𝐸𝑇𝑋 = transmission energy,  𝐸𝑅𝑋 = receiving energy 

for p data bits 

• d= transmitter and receiver distance, d0 = threshold 

distance 

• Amplification coefficients are ϵ𝑓𝑠  and ϵ𝑎𝑚𝑝 

• 𝐸𝑒𝑙𝑒𝑐 = energy required for single bit transmission 

4. Role of particle swarm optimization in 

proposed scheme 

Kennedy and Eberhard have suggested nature-

inspired optimization approach namely Particle 

swarm optimization. PSO mimics the behavior of bird 

swarms. The bird swarms reduce efforts by sharing 

group information to reach the destination [17]. In 

PSO, each particle represents a single solution for the 
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problem. The group of particles altogether form a 

swarm that focus to search for an optimal solution. 

Every particle is represented by 𝑃𝑖. The particles in 

search space having different velocities find local 

optimal solution and to reach global best, particles 

change their positions and velocities. The main aim 

of PSO is to achieve the optimal solution for 

application using the fitness function. The Particle 

position and velocity are represented as 𝑋𝑖𝑚 and 𝑉𝑖𝑚 

employed in M dimension search space. In each 

iteration particles generate local best and global best 

solution. In order to reach the final global best 

solution particles are continuously change their 

positions and velocities by using local and global best 

values. When a better fitness for position and velocity 

is found, particles at any time t are updated using the 

following equations: 

 

Vi,m(t+1)= ω × Vi,m+c1 × r1 ×  

(XPlbesti,m
-Xi,m(t)) +c2 × r2 × (XPgbesti,m

-  Xi,m(t)) 

(3) 

 

Xi,m (t+1)=Xi,m(t)+Vi,m                     (4) 

 

where r1, r2 = the random values [0,1], 

𝜔 = inertia weight,  

c1, c2 = acceleration coefficient. 

These parameters 𝜔 , c1 and c2 converge the 

particle behavior towards global optimal. 

4.1 Fitness function evaluation 

The particles change their positions and velocities 

continuously to find global best solution. In order to 

check the optimality of new positions and velocity of 

particles fitness function is evaluated. Particle local 

best (𝑃𝑙𝑏𝑒𝑠𝑡) and global best (𝑃𝑔𝑏𝑒𝑠𝑡) are updated by 

evaluating the fitness function given as 

 

Plbesti
= {

Pi, fitness (Pi)<fitness (Plbesti
)

Plbesti
,   Otherwise

        (5) 

 

Pgbesti
= {

Pi, fitness (Pi)<fitness (Pgbesti
)

Pgbesti
,   Otherwise

        (6) 

 

Now the updated values of 𝑃𝑙𝑏𝑒𝑠𝑡  𝑎𝑛𝑑 𝑃𝑔𝑏𝑒𝑠𝑡 are 

used to calculate the new positions and velocities of 

particles. 

5. The proposed MOEES protocol 

Energy related issues are efficiently managed by 

the clustering process in WSNs. The clustering 

techniques mainly focus to manage energy  
 

Table 2. Notations used 
Notation Meaning 

N Total SNs 

K Number of CHs 

𝐷𝑠𝑝

𝑐ℎ𝑞
  Distance between pth  SN 

and qth CH 

𝐷𝑐ℎ𝑝

𝑐ℎ𝑟   Distance between pth  CH 

and rth CH 

𝐶𝐷  Average intra-cluster 

distance 

𝑁𝐷𝑝   Node degree of pth CH 

𝛼1, 𝛼2 and 𝛼3 Fitness function weight 

coefficients 

 

consumption efficiently and improve performance. 

The selection of an efficient CH can enhance the 

overall network performance and optimize energy 

consumption. The MOEES mainly concentrates on 

the efficient selection of CHs among SNs based on 

nature-inspired PSO algorithm. The optimal set of 

CHs is selected by considering the parameters like 

average intra-cluster distance, the distance between 

CHs and node degree.  

5.1 CH selection parameters 

Parameters play an important role for the 

selection of energy efficient CH. The parameters 

considered for the generation of fitness function 

focuses on improving the energy conservation of 

network. The fitness of each SNs depends on CH 

selection parameters. Notations used in MOEES are 

shown in Table 2. 

5.1.1. Intra-cluster distance 

It is the distance from SN to their CH in a network. 

SNs transfer the sensed data to respective CHs. CH 

combines the collected data from cluster members 

into a single packet. So, if selected CH is nearer to 

SNs then energy consumption will be reduced. SNs 

having minimum intra-cluster distances have more 

chances to be CH. 
In order to reduce the energy consumption in 

WSN, it needs to minimize average intra-cluster 

distance. This can be achieved by minimizing the 

function (f1) formulated as below:  

 

f
1
= ∑ ∑ Dsp

chq
N

p=1

K

q=1

                    (7) 

 

Where K is total number of CH candidates, N total 

nodes and 𝐷𝑠𝑝

𝑐ℎ𝑞
 is the distance between node and CH. 

f1 function describes the total distance between SN to 

their respective CHs in network. 
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5.1.2. Inter-cluster distance 

Distance between the respective CHs of clusters 

is inter-cluster distance. As the size of network 

increases, in order to keep communication stable CHs 

needs to be distributed uniformly. In this work a 

function f2 has been defined to select CHs throughout 

the network. So, for uniform dispersion of CHs 

average inter-cluster distance is to be maximized. 

Required function (f2) is formulated as below: 

 

f
2
=

K

∑ ∑ Dchp

chr
k

r=1

K

p=1

                     (8) 

 

where 𝐷𝑐ℎ𝑝

𝑐ℎ𝑟 is the distance between CHs. 

5.1.3. Balanced node degree and intra-cluster distance 

Node degree is the number of neighbouring nodes 

found in the radio range of any sensor node. Energy 

expenditure is minimum for neighbour nodes joining 

adjoining CH. Generally, fitness function nominates 

CH having higher neighbour nodes to save 

communication energy. 

In order to even consumption of energy, clusters 

should be of similar structures in terms of intra-cluster 

distances and CHs node degree. Standard deviation 

measures the variation from similarity. This can be 

achieved by reducing the variation of intra-cluster 

distances of all clusters and node degree of all CHs. 

Therefore, minimization objective function (f3) is 

defined as below: 

 

𝑓3 = √
∑ (CDp-CD̅̅ ̅̅ )

2K
p=1

K-1
 +√∑ (NDp-ND̅̅ ̅̅ )

2K
p=1

K-1
         (9) 

 
Where 𝐶𝐷𝑝 denotes intra-cluster distance of pth 

CH and 𝑁𝐷𝑝 denotes node degree of pth CH. 

6. CH selection fitness function 

Fitness function generates a value for each SN 

based on parameters. SNs with minimum fitness 

value are selected as CH. Fitness function proposed 

in MOEES is given below: 

 

F= 𝛼1 × f1 + 𝛼2 × f2 + 𝛼2 × f3 

F=α1× ∑ ∑ Dsi

chkN
i=1

k
k=1 +α2×

K

∑ ∑ D
chi

chjk
j=0

k
i=1

+ α3 ×  

√∑ (CDI-𝐶𝐷̅̅ ̅̅ )k
i=0

K-1
 + √

∑ (NDi-ND̅̅ ̅̅ )k
i=0

K-1
                 (10)  

 

where 𝛼1 , 𝛼2 and 𝛼3 are fitness function weight 

coefficients.  

and 𝛼1+𝛼2+𝛼3 =1 

The MOEES employs the PSO to nominate the 

optimal SNs as CH. PSO approach consider inter-

cluster distance, intra-cluster distance and node 

degree as CH selection parameters for fitness function 

calculation for SNs. SNs in competition having 

minimum intra-cluster distance, minimum standard 

deviation and maximum inter-cluster distance i.e 

minimum fitness value are chosen as CH. After CH 

selection, nominated CHs conveys a massage to SNs 

in its range for cluster formation. SNs update their 

status on receiving the message. After clustering BS 

request for data. SNs transmit sensed data to 

respective CHs in allotted time slot. Then CHs 

transmit the aggregated single packet to BS.  

Algorithm 1 presents pseudo code of the MOEES. 

In MOEES, each particle represents the possible 

solution of CH positions. A swarm population of s 

particles is represented as, P= 

{ 𝑃1, 𝑃2, … … 𝑃𝑖, … … . 𝑃𝑠}  . Each particle of swarm 

represents the k potential selected CH candidates. 

Then at any point in time, ith particle of swarm is 

represented as: 

 

Pi= {(x
i,1

,y
i,1

),(x
i,2

,y
i,2

)..(x
i,j

,y
i,j

)..(x
i,k

,y
i,k

)}   (11) 

 

Co-ordinate form of ith particle is represented as 

(𝑥𝑖,𝑗, 𝑦𝑖,𝑗) where 1 ≤ 𝑗 ≤ 𝑘 𝑎𝑛𝑑 1 ≤ 𝑖 ≤ 𝑠 

The particles change their positions and velocities 

to obtain its local best 𝑃𝑙𝑏𝑒𝑠𝑡  and global best 

𝑃𝑔𝑏𝑒𝑠𝑡  described in Section 4. Position and velocity 

updations are represented as 

 

Vi,k(t+1)=ω × Vi,k+c1 × r1* (XPlbesti,k
-Xi,k(t)) 

+c2 × r2×(XPgbesti,k
-Xi,k(t))(12) 

 
Xi,k (t+1)=Xi,k(t)+Vi,k                   (13) 

 
where r1, r2 = random values within [0,1] interval, 

𝜔 = inertia weight 

c1 = cognitive component (acceleration coefficient)  

c2 = social component (acceleration coefficient). 

The particles change their positions and velocities 

to obtain its local best 𝑃𝑙𝑏𝑒𝑠𝑡  and global best 

𝑃𝑔𝑏𝑒𝑠𝑡  described in Section 4.  

7. Simulation and results 

The performance of MOEES is investigated and 

compared with state-of-art existing protocols such as 

PSO-C [32], BERA [34], PSO-ECHS [20] and  
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Algorithm 1 : Pseudo code for MOEES 

1. Total number of SNs = N 

2. Number of CHs = K 

3.  Swarm size (Particles)= s 

4. Initialize particles 

P= {𝑃1, 𝑃2, … … 𝑃𝑖,………𝑃𝑠}  where 1 ≤ 𝑖 ≤ 𝑠 // 

Swarm population of size s 

𝑃𝑖 = {𝑃𝑖,1, 𝑃𝑖,2, … . 𝑃𝑖,𝑗 … . 𝑃𝑖,𝐾}   where  1 ≤

𝑗 ≤K // ith particle 

5. for i= 1 to s 

6. Calculate F (Pi)=𝛼1  × f1 + 𝛼2 × f2 + 𝛼2 × f3  / 

Fitness function 

7. 𝑃𝑙𝑏𝑒𝑠𝑡 = Pi  

8. 𝑃𝑔𝑏𝑒𝑠𝑡 = min (𝑃𝑙𝑏𝑒𝑠𝑡  ∀ 𝑖, 𝑗 1 ≤ 𝑖 ≤ 𝑠) 

9. if 𝑃𝑖 < 𝑃𝑙𝑏𝑒𝑠𝑡  // update the local best 

10. 𝑃𝑖 =  𝑃𝑙𝑏𝑒𝑠𝑡  

11. endif  

12. elseif 𝑃𝑖 <  𝑃𝑔𝑏𝑒𝑠𝑡 // update the global best 

13. 𝑃𝑖 = 𝑃𝑔𝑏𝑒𝑠𝑡  

14. endif 

15. end for 

16. for (t=1 to max iteration) 

17. for i = 1 to s 

18. Updation of particle velocity and position are 

according to Eqs. (3) and (4) respectively 

19. Evaluate fitness of Pi 

20. Update 𝑃𝑙𝑏𝑒𝑠𝑡 and 𝑃𝑔𝑏𝑒𝑠𝑡 using steps 10-14. 

21. end for  

22. end for 

 

ECMOSSA [35]. The comparison is conducted on the 

basis of total energy consumption, average energy 

consumption, standard deviation of average energy 

and throughput in order to check the energy efficiency, 

stability and scalability in clusters. The simulations 

are performed using MATLAB R2016a simulator. 

Further, simulations are performed in different 

network scenarios with varying node densities and 

network sizes. Simulation parameters and variables 

are described in Table 3 and Table 4 respectively. In 

each WSN group, varying SNs 100 (S1) and 200 (S2) 

are taken for simulation. These SNs are deployed in 

an area of 100X100 (N1) and 200X200 (N2) 

randomly. 

 
Table 3. Simulation parameters 

Parameters Values 

Eelec  50 nJ/bit 

ϵfs  10 pJ/bit/m2 

ϵamp  0.0013 J/bit/m4 

Eda 5 nJ/bit 

CHs are chosen to be 10 % of SNs and the initial 

energy of SNs is chosen to be 2J. 

7.1 Total energy consumption 

It is the energy consumed by whole network (CHs 

and SNs) in each round. Fig. 4 and 5 describe the total 

energy dissipated by clustering protocols for varying 

network sizes N1 and N2 for 100 nodes in 1000 

rounds.  

As the sensor area increases for fixed number of 

SNs, distance between the SNs also increases but 

fluctuation in total energy consumption in MOEES is 

less in comparison to PSO-C, BERA, PSO-ECHS and 

ECMOSSA as shown in Fig. 4 and 5. 

On the other hand, total energy consumption of 

MOEES for 200 nodes in N1 and N2 is shown in Fig. 

6 and 7 respectively. Total energy consumption in 

MOEES also remains less with the increase in node 

density. 
 

 

Table 4. Simulation variables 

Variable Value 

Sensor area size 100X100 m2      N1 

 200X200 m2      N2 

Number of SNs 100 (S1), 200 (S2) 

Initial energy 2 J 

CHs 10 % SNs 

Swarm size 20 

 

 

 
Figure. 4 Total energy consumption of 100 nodes (N1) 
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Figure. 5 Total energy consumption of 100 nodes (N2) 

 

 

 
Figure. 6 Total energy consumption of 200 nodes (N1) 

 

Hence, it is concluded that, the energy 

consumption by MOEES remains less with the 

increase in sensor area and node density. MOEES 

forms energy efficient clusters as the intra-cluster 

distance have minimized and CHs are dispersed 

throughout the network area. 

7.2 Average energy consumption 

It is defined as the average energy consumed by a 

SN in one round. Fig. 8 and 9 depicts the performance 

of clustering protocols in terms average energy 

 

 
Figure. 7 Total energy consumption of 200 nodes (N2) 

 

 
Figure. 8 Average energy consumption (S1) 

 

 
Figure. 9 Average energy consumption (S2) 



Received:  February 18, 2022.     Revised: April 4, 2022.                                                                                                 533 

International Journal of Intelligent Engineering and Systems, Vol.15, No.3, 2022           DOI: 10.22266/ijies2022.0630.44 

 

Table 5. Standard deviation of average energy 

consumption 

Protocol N1 

S1 

N1 

S2 

N2 

S1 

N2 

S2 

PSO-C 0.18373 0.36533 0.21193 0.39922 

BERA 0.17484 0.32809 0.21540 0.40264 

PSO-ECHS 0.19463 0.39184 0.22214 0.42228 

ECMOSSA 0.16780 0.29610 0.17663 0.35662 

MOEES 0.12372 0.21953 0.15312 0.26994 

 

consumption by 100 (S1) and 200 (S2) SNs in sensor 

area N1 and N2. 

Fig. 8 presents the results for networks N1 and N2 

using the S1 nodes and Fig. 9 for networks N1 and N2 

using S2 nodes. It is evident from Fig. 8 and 9 that, 

the average energy consumption by MOEES is 

minimum in all network sizes, moreover it has also 

seen that energy consumption for sparse and dense 

networks is less as compare to other protocols. 

MOEES utilize the energy of SNs in an efficient 

manner which has reduced the average energy 

consumption per SN. Minimum value of average 

energy consumption for MOEES depicts energy 

efficient data gathering. 

7.3 Standard deviation (SD) of average energy 

consumption 

Basically, SD measures, how much the members 

of group are differing from the mean value. Moreover, 

SD evaluates the stability behaviour by investigating 

the variation in average energy consumption. Table 5 

depicts SD of average energy for varying node 

densities and sensor areas. 

In Table 5, SD for scenarios (N1, S1), (N1, S2), 

(N2, S1) and (N2, S2) has been calculated and 

compared with other protocols. It is observed from 

Table 5. that SD for MOEES is comparatively less for 

different network scenarios. Minimum value of SD 

for MOEES proves that the fluctuations in average 

energy consumption is minimum, therefore MOEES 

shows its ability of balanced cluster formation. 

Moreover, MOEES is stable for varying node 

densities and sensor areas. The superiority of MOEES 

is due to the inclusion of minimal deviation in node 

degree and intra-cluster distance in the proposed 

fitness function. 

7.4 Throughput 

Throughput is the total number of raw packets 

transferred to BS in its lifetime. Table 6 presents the 

throughput comparison for different node densities. 

Table 6. Throughput comparison 

PROTOCOL Throughput  

(S1, N1) 

Throughput  

(S1, N2) 

PSO-C 9.32×104 10.73×104 

BERA 8.89 ×104 9.52× 104 

PSO-ECHS 8.12×104 9.10×104 

ECMOSSA 10.39×104  11.88×104  

MOEES 11.91×104 13.52×104 

 

It is observed from table 6 that MOEES transfer 

maximum packets in comparison to PSO-C, BERA, 

PSO-ECHS and ECMOSSA. Moreover, MOEES 

shows consistent performance with the increase in 

node density. 

MOEES enhances the energy efficiency, 

scalability and balanced clustering by efficiently 

utilizing the energy resources in WSNs. Fitness 

function designed in MOEES reduces the 

communication cost by minimizing the intra-cluster 

distance. To support scalability, CHs are dispersed 

throughout the network by maximizing the average 

distance between CHs. Balanced clusters are formed 

by minimizing the standard deviation of intra-cluster 

distance and node degree in all the clusters. Further, 

the supremacy of MOEES is shown in terms of total 

energy consumption, average energy consumption 

and throughput.  

8. Conclusion 

The proper energy consumption is considered the 

most important factor in WSNs performance. The 

clustering approaches mainly focus on utilization of 

node energy efficiently and reduction of energy 

consumption. In this paper, an algorithm namely 

MOEES is proposed which improves the energy 

efficiency, increase scalability and form balanced 

clusters in WSNs. MOEES exploits a PSO based 

novel fitness function that considers parameters intra-

cluster distance, inter-cluster distance and node 

degree for optimal CH selection. In order to prove the 

superiority of MOEES exhaustive simulation has 

been performed by varying network size and node 

density. The Performance analysis shows that the 

proposed strategy consumed 8.52 J, average energy 

consumption is 0.21 J, standard deviation of average 

energy consumption is 0.1237, and throughput 

attained is 11.91 × 104. The obtained results prove 

that MOEES clearly excel in comparison to PSO-C, 

BERA, PSO-ECHS and ECMOSSA. At last, it is 

inferred that MOEES is capable to be deployed in 

heterogeneous environment in terms of varying 

network size or node density without any degradation 

in the performance. 
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