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Abstract: In recent decades, automatic control systems are becoming the essential need for security forces, due to the 

increase in the number of criminal activities. The fast and precise automatic weapon detection system is useful to 

mitigate or avoid risks in public spaces. In this manuscript, a new automated model is implemented for effective 

weapon detection in closed circuit television videos. After collecting the data from YouTube and Gun movies databases, 

the Gaussian Mixture Model (GMM) is applied to detect the weapons in the video sequences. Then, the feature 

extraction is performed using deep learning models: AlexNet and ResNet 18, and a descriptor: Scale Invariant Feature 

Transform (SIFT) for extracting the feature vectors from the segmented regions. Whereas, the combination of deep 

and texture features reduces the semantic space between the feature sub-sets that helps in enhancing the classification 

performance. In addition, the feature optimization is accomplished by Human Inspired Particle Swarm Optimization 

(HIPSO) algorithm to select active feature vectors that decrease the system complexity and training time of the 

classifier. In the conventional PSO algorithm, the Human Group Optimization (HGO) algorithm is utilized to influence 

the particles, and then the adaptive uniform mutation is utilized to improve the convergence rate and makes the 

implementation simple. Finally, the selected active feature vectors are fed to the Support Vector Machine (SVM) 

classifier for weapon and non-weapon classification. The experiment results confirmed that the HIPSO-SVM model 

has achieved high accuracy of 95.34% and 98.60% on the YouTube and Gun movies databases, which are better 

compared to the existing models. 

Keywords: AlexNet, Gaussian mixture model, Particle swarm optimization algorithm, ResNet 18, Support vector 

machine, Weapon detection. 

 

 

1. Introduction 

The rapid and precise detection of weapons in 

public places is necessary to mitigate or avoid risks. 

In this application, the closed-circuit television is 

widely used for recognizing dangerous situations, 

where the closed-circuit television is considered as 

the effective operational requirement in terms of 

safety aspects [1-3]. The main purpose of closed 

circuit television is to provide security, crime 

investigation, deterrence, and reduction in insurance 

costs [4, 5]. However, the deterrence effects of closed 

circuit television cameras vary from the different 

time periods and crime categories. Usually, the 

human operator handles the weapon detection task, 

which is ineffective, due to visual distraction or 

fatigue [6, 7]. In addition, the increasing number of 

areas controlled by video cameras and the factors 

inherent to human conditions like loss of attention 

and fatigue make these systems inefficient [8]. 

Therefore, intelligent systems are developed by 

researchers for the automatic detection of risk 

situations or threats involving firearms [9, 10]. The 

intelligent systems are effective in the situations such 

as terrorist attacks, gunfire incidents on school 

grounds, mass shooting, and handgun attacks [11, 12]. 

This article uses HIPSO-SVM model for improving 

the performance of weapon detection and the major 

contributions are listed below: 

• After collecting the video sequences from 

YouTube and Gun movies databases, the 
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weapon detection is performed utilizing the 

GMM technique. 

• Then, the feature extraction is carried out 

utilizing AlexNet, ResNet 18, and SIFT models 

for extracting the deep and textual feature 

vectors from the segmented regions, and 

further, HIPSO algorithm is introduced for 

diminishing the dimensions of extracted 

feature vectors that enhances the system 

complexity and training time of the 

classification technique. As mentioned earlier, 

the HGO algorithm effectively influences the 

particles of PSO algorithm by performing the 

adaptive uniform mutation, which enhances the 

convergence rate and makes implementation 

simple. 

• At last, the selected active feature vectors are 

given as the input to the SVM classifier for 

classifying the weapon and non-weapon 

classes. Additionally, the proposed HIPSO-

SVM model’s performance is examined in 

terms of f-score, recall, precision, and 

classification accuracy. 

This manuscript is structured as follows: a few 

articles on the research topic “weapon detection” are 

surveyed in Section 2. Theoretical explanation and 

the experimental evaluations of the HIPSO-SVM 

model are represented in Section 3 and 4. The 

summary of this manuscript is denoted in Section 5. 

2. Related works 

Narejo [13] developed the You Only Look Once 

(YOLO) V3 model for weapon detection in 

surveillance videos. The presented YOLO V3 model 

superiorly detects the unsafe assets and weapons in 

the high-end security and surveillance videos 

compared to the conventional pre-trained 

Convolutional Neural Network (CNN) model named 

YOLO V2. However, the developed YOLO V3 

model requires high computation resources and 

intensive graphics processing units for training the 

data, which was considered a major issue in this 

literature. Kaya [14] implemented the Visual 

Geometry Group (VGG)-19 model for detecting and 

classifying seven weapon types in the surveillance 

videos. The presented VGG-19 model obtained a 

superior performance in weapon detection compared 

to other deep learning models such as ResNet-101, 

ResNet-50, and VGG-16. In addition, González [15] 

integrated faster R-CNN with ResNet-50 model for 

real-time gun detection in closed-circuit television 

videos. However, the VGG-19 and ResNet-50 

models were computationally expensive, because it 

needs an enormous amount of data for model training. 

el den Mohamed [16] integrated GoogLeNet and 

AlexNet models for detecting the guns and pistols in 

the closed-circuit television videos. The usage of 

transfer learning and deep learning techniques 

effectively improves the over-all detection speed and 

accuracy. Similar to the prior literature, Salido [17] 

integrated YOLO V3, RetinaNet, and faster R-CNN 

models for an effective handgun detection in the 

video surveillance images. As mentioned earlier, the 

computational complexity of the hybrid deep 

learning model was higher compared to existing 

machine learning methods. Olmos [18] implemented 

faster R-CNN model for automatic handgun 

detection in the videos. By investigating the obtained 

results, the presented faster R-CNN achieved 

satisfactory results in the low quality YouTube video 

sequences. However, the developed surveillance and 

control systems still need human intervention and 

supervision. 

Velasco-Mata [19] integrated YOLO V3 detector 

with individual subjects' pose information to enhance 

over-all performance of handgun detection. In this 

literature, the developed model integrates handgun 

detector output and heat-map-like images for 

detecting the handguns in the video sequences. The 

presented model showed improvement in the 

handgun detection related to the original handgun 

detector. As stated previously, the YOLO V3 detector 

needs high intensive graphics processing units and 

more computation resources for data training. J. 

Ruiz-Santaquiteria [20] combined both weapon 

appearance and human pose information for handgun 

detection. However, the developed model showed 

only comparable results in the factors like camera 

distance, poor occlusions, and lighting conditions. 

Grega [21] used canny edge detector to segment 

knives and firearms in closed-circuit television 

videos. Secondly, the MPEG-7 homogeneous texture 

descriptor was employed to extract feature vectors 

from the segment regions and then an SVM classifier 

was employed for weapon classification. The MPEG-

7 homogeneous texture descriptor consists of the 

standard deviation, energy, and mean value of an 

image. However, the extracted feature vectors were 

multi-dimensional increasing the system complexity 

and running time of the SVM classifier. For 

highlighting the aforementioned concerns, a new 

HIPSO-SVM model is introduced in this manuscript 

for effective weapon detection.  

3. Methodology 

In the lethal weapon detection, the proposed 

HIPSO-SVM model includes five major phases such 

as data collection: YouTube and Gun movies  
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Figure. 1 Flowchart of the proposed HIPSO-SVM model 

 

 
Figure. 2 Sample frames of YouTube database 

 

 
Figure. 3 Sample frames of gun movies database 

 

databases, weapon detection: GMM, feature 

extraction: AlexNet, ResNet 18, and SIFT feature 

descriptor, feature optimization: HIPSO, and 

classification: SVM classifier. The flowchart of the 

proposed HIPSO-SVM model is specified in Fig. 1. 

3.1 Data collection 

In lethal weapon detection, the proposed HIPSO-

SVM model’s effectiveness is validated on YouTube 

and gun movies databases. In the YouTube database, 

the video sequences are captured during shooting 

practice sessions, and it comprises 12 video 

sequences with 952 frames/images of pixel 

size  1920 × 1080 . In this database, the video 

sequences are recorded at different shooting poses, 

camera locations, lighting conditions, and 

background scenarios. Further, the Gun movies 

database is a video database that is captured from 

security and surveillance closed-circuit television 

cameras. This database mimics the gun shooting 

conditions, due to the non-availability of real time 

videos. The Gun movies database comprises seven 

video sequences with 24,000 frames of pixel 

size 640 × 480. The sample frames of YouTube and 

gun movies databases are stated in Fig. 2 and 3. 

3.2 Lethal weapon detection 

After data collection, lethal weapon detection is 

accomplished by utilizing the GMM technique. It is 

fundamentally used as a parametric technique that 

calculates the probability density function on 

different object features. In the computer vision 

application, it is hard to find the moving objects in the 

dynamic scene changes and severe occlusion. For 

identifying the moving objects in the video sequences, 

the background subtraction method is undertaken in 

this article, where the background modeling is done 

utilizing GMM. To achieve the ideal outcome, every 

frame in the video sequences is subtracted from a 

reference frame. Next, match the dissimilarity 

between the reference and incoming frame to 

segment the foreground regions from the background 

regions. The GMM technique effectively identifies 

and tracks the objects, because it includes intensity 

and color based methods for background subtraction 

from the foreground regions. The steps associated 

with GMM are listed as follows: 

Step 1: Distinguish each input pixel for mean µ 

of components. If the pixel value is nearer to the 

mean of selected component, the specific component 

is considered as the compatible component. To be a 

compatible component, the difference of pixel and 

mean obtained should be less and it is matched with 

the standard deviation of scaling factor 𝐷.  

Step 2: Next, the mean, Gaussian weights, and 

standard deviation (variance) variables are updated to 

replicate the obtained new pixel values. Further, the 

components that are non-matched decrease to weight 

𝑤  and the mean and standard deviation will not 

change that relied on learning component 𝑝 to state 

the instant alterations. 

Step 3: Categorize the components, which are the 

portions of background model. To accomplish this 

task, a threshold value is utilized as a component 

weight 𝑤. 

Step 4: Regulate the pixels of foreground regions. 

Here, the recognized pixels as foreground will not be 

suitable with any other components from the 

background regions. 

3.2.1. Background modelling 

The GMM technique is parameterized by mixture 

component weight, mean, and variance. The GMM 

with 𝑘𝑡ℎ𝑡ℎ𝑒 component has a variance of 𝜎𝑘  and 

covariance matrix of ∑𝑘  for the multivariate cases 

and a mean of 𝜇𝑘 for the univariate cases. For 

component 𝐶𝑘 , the mixture component weights are 

indicated as 𝜙𝑘  with the constraint ∑ 𝜙𝑖 = 1,𝑘
𝑖=1  so 

the total probability distribution normalizes to 1, and 

𝜙𝑘  is considered as a priori distribution over the 

components, if the component weights are not 

learned. Each pixel of the background region is 

modeled by a separate mixture of 𝑘  Gaussians, as 

represented in the Eqs. (1) and (2). 
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𝑃(𝑋𝑡) = ∑ 𝜔𝑖,𝑡 × 𝜂(𝑋𝑡 , 𝜇𝑖,𝑡
𝑘
𝑖=1 ,Σ𝑖,𝑡)        (1) 

 

Where,  

 

∑ 𝜔𝑖,𝑡
𝑘
𝑖=1 =1                          (2) 

 

Mean: The mean of mixtures is indicated in Eq. (3). 

 

𝜇𝑡 = ∑ 𝜔𝑖,𝑡 , 𝜇𝑖,𝑡
𝑘
𝑖=1                      (3) 

 

Where, 𝑘  represents a number of Gaussians, 

which generally ranges between 3 to 5, Σ𝑖,𝑡 

represents covariance matrix, 𝜇𝑖,𝑡 states mean value 

of 𝑖𝑡ℎ  Gaussian in the time instant 𝑡 , 𝑋𝑡  represents 

present pixel value, and 𝜔𝑖,𝑡 estimates the weight of 

𝑖𝑡ℎ Gaussian. 

 

Variance: The variance of a random variable 𝑋 is 

considered as the expected variable of the square 

deviation from the mean of 𝑋, 𝜇 = 𝐸[𝑋], which is 

mathematically represented in Eq. (4). The variance 

is also considered as the covariance of a random 

variable 𝑋, as mentioned in Eq. (5). 
 

𝑉𝑎𝑟(𝑋) = 𝐸[(𝑋 − 𝜇)2]                 (4) 

 

𝑉𝑎𝑟(𝑋) = 𝐶𝑜𝑣(𝑋)                     (5) 

3.2.2. Parameter estimation of k-Gaussian distribution 

The k-Gaussian distribution parameters include 

variance, weight and mean, which are needed to be 

estimated. The weight and mean are initialized to 

zero, and the variance is set to a large value 𝑉0.  At 

every time instant 𝑡, each new pixel 𝑋𝑡  is matched 

with the existing 𝑘 pixels, until a match is found. A 

match is distinct as a pixel value 𝑋𝑡  inside 2.5 

standard deviations of a distribution. In the 

unmatched Gaussian distributions, the 𝜇  and 𝛴 

parametric values are similar, and the matched 

parameters of Gaussian 𝐺𝑖  in the mixture 𝑋𝑡  is 

updated as mentioned in the Eqs. (6) to (8). 

 

𝜇𝑖,𝑡 = (1 − 𝜌) × 𝜇𝑖,𝑡−1 +  𝜌 × 𝑋𝑡           (6) 

 

∑𝑖,𝑡 = (1 − 𝜌) × ∑𝑖,𝑡−1 + 𝜌 × 𝑑𝑖𝑎𝑔[(𝑋𝑡 − 𝜇𝑖,𝑡) (7) 

 

Where 

 

𝜌 =  𝛼 × 𝜂(𝑋𝑡|𝜇𝑖,𝑡−1, ∑𝑖,𝑡−1)               (8) 

Where, 𝐺𝑗  represents probable 

distribution, 𝑑𝑖𝑎𝑔|𝑥| denotes diagonal matrix, and 𝛼 

states learning rate. The present pixel value 𝑋𝑡 is re-

assigned, if none of the 𝑘 Gaussians is matched. 

3.2.3. Classification of foreground and background 

regions 

The Gaussians generated by the background 

process are determined after the parameters of every 

pixel model are updated. Initially, the Gaussians are 

ordered by 𝜔, so the background distributions remain 

on top and the less background distributions moves 

towards the bottom, and are then replaced by new 

distributions. Then, the 𝐵  distributions are selected 

as the background model as mentioned in Eq. (9). 

 

𝐵 = 𝑎𝑟𝑔 𝑚𝑖𝑛𝑏(𝜔 > 𝑇)                   (9) 

 

Where, 𝑇 indicates threshold value, which ranges 

between  0.5 <  𝑇 <  1 . After estimating the k- 

Gaussian distribution, the background and 

foreground pixel classification is carried out with 

some confidence interval of its distribution's mean. 

The formulas of foreground and background regions 

are mentioned in Eqs. (10) and (11). 

 
|(𝐼𝑡)−𝜇𝑡|

𝜎𝑡
>  𝑘   Foreground              (10) 

 
|(𝐼𝑡)−𝜇𝑡|

𝜎𝑡
≤ 𝑘   Background              (11) 

 

Where, 𝑘 represents a free threshold value, and a 

small 𝑘 upsurges the probability of transition from 

foreground to the background regions, due to subtle 

change. Whereas, a large  𝑘  value allows a more 

dynamic background. In another method, a pixel 

distribution is updated, if the pixel is classified as 

background that prevents foreground objects from 

fading into the background. The updated formula is 

mentioned in Eq. (12). 

 

𝜇𝑡 = 𝑀𝜇𝑡−1 + (1 − 𝑀)(𝐼𝑡𝜌 + (1 − 𝜌)𝜇𝑡−1) (12) 

 

In this scenario, 𝑀 = 1 , when the pixel is 

foreground and 𝑀 = 0 when the pixel is background. 

When the pixel is detected as foreground, the mean 

value remains the same, and the pixel is considered 

as a background pixel only when the intensity value 

gets closer to the value before the pixel became 

foreground pixel. In addition, the unmatched image 

pixels are considered as foreground pixels that are 

grouped using 2D component analysis, either using  
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Figure. 4 Sample lethal weapon detected frame 

 

eight-pixel or four-pixel connectivity. At any time 𝑡, 

a particular pixel (𝑥0, 𝑦0) is given in Eq. (13). 

 

𝑋1, … … . , 𝑋𝑡 = 𝑘(𝑥0, 𝑦0, 𝑖): 1 ≤ 𝑖 ≤ 𝑡        (13) 

 

The history is modeled by a mixture of 𝑘 

Gaussian distributions, as stated in Eqs. (14) and (15). 

 

𝑃(𝑋𝑡) = ∑ 𝜔𝑖,𝑡𝑁(𝑋𝑡
𝑘
𝑖=1 |𝜇𝑖,𝑡, ∑ )𝑖,𝑡          (14) 

 

Where,  

 

𝑁(𝑋𝑡|𝜇𝑖,𝑡 ∑ )𝑖,𝑡 = 
1

(2𝜋)
𝐷
2

 
1

|∑ 𝑖,𝑡|
2  

𝑒𝑥𝑝 (−
1

2
(𝑋𝑡 −  𝜇𝑖,𝑡)𝑇  ∑ (−1

𝑖,𝑡 𝑋𝑡- 𝜇𝑖,𝑡))     (15) 

 

Where, the classification of foreground and 

background regions is performed through k-Gaussian 

distribution. The Lethal weapon in the video 

sequences is detected, since it is the foreground. The 

sample lethal weapon detected frame is indicated in 

Fig. 4. 

3.3 Feature extraction 

After the detection of lethal weapons, the feature 

extraction is carried out by utilizing the deep learning 

techniques: AlexNet and ResNet 18, and feature 

descriptor: SIFT. The ResNet 18 has 1 fully 

connected layer with softmax classifier, 5 

convolutional layers, and 1 average pooling layer that 

superiorly extracts the deep feature vectors for better 

convergence behaviors, and compelling accuracy. 

Hence, the ResNet 18 and AlexNet are pre-trained 

convolutional neural networks, where the segmented 

images are resized to the pixel size of227 × 227. The 

AlexNet model comprises of 8 layers like 5 

convolutional layers and 3 fully connected layers, 

where every convolutional layer is followed by a 

max-pooling operation, and every fully connected 

layer is followed by a rectifier linear unit for 

extracting deep feature vectors from the segmented 

regions. In the AlexNet model, the rectifier linear unit 

is used for replacing the negative feature maps by 

zero, and the max pooling operation is used for 

decreasing the feature maps. 

Correspondingly, the SIFT feature descriptor is to 

identify the key points and locations of the frame at 

which feature is invariant to rotation and scale. The 

SIFT feature descriptor comprises four phases: key 

point descriptor, assignment of orientation, extrema 

detection in scale space, and location of key points. 

The scale-space extrema detection is utilized for 

extracting the multi-scale feature vectors from the 

segmented images.  Here, the SIFT feature is 

accomplished by scale space function based on the 

Gaussian function. Further, Gaussian difference is 

estimated by localizing scale space extrema, 

identifying the locations of key points and calculating 

the dissimilarity between the two successive 

images/frames. In the key point localization, the key 

points are located by choosing the local extrema and 

the candidate points are stable under the Gaussian 

space. For identifying the orientation using the key 

points, select the Gaussian smoothed images by 

computing the gradient magnitude. Finally, the 

descriptor is generated based on the scale, orientation, 

and location of the key points, once the key points are 

located. The extracted feature vectors of the 

AlexNet=512, ResNet 18=3040, and SIFT=1027 

models are integrated by utilizing feature level fusion, 

and then the total extracted feature vectors are fed to 

the HIPSO for feature optimization. 

3.4 Feature optimization 

After extracting the feature vectors using 

AlexNet, ResNet 18, and SIFT feature descriptor, the 

feature optimization is performed using the HIPSO 

algorithm for selecting the discriminative feature 

vectors that reduce the system complexity and 

running time of the classification method. The 

traditional PSO algorithm mimics the behavior of 

birds, and it is a population-based searching 

optimization algorithm. The Eqs. (16) and (17) are 

used for updating the velocity and position of the 

particles. 

 

𝑣𝑖𝑑(𝑡 + 1) = 𝐼𝑤 × 𝑣𝑖𝑑(𝑡) + 𝑐1 × 𝑟1 × 
[𝑝𝑖𝑑(𝑡) − 𝑥𝑖𝑑(𝑡)] + 𝑐2 × 𝑟2 × [𝑝𝑔𝑑(𝑡) − 𝑥𝑖𝑑(𝑡)](16) 

 

𝑥𝑖𝑑(𝑡 + 1) = 𝑥𝑖𝑑(𝑡) + 𝑣𝑖𝑑(𝑡 + 1)         (17) 

 

Where, 𝐼𝑤 represents inertia weight that balances 

global and local search,  𝑡  states iteration number, 

𝑐1 and 𝑐2  indicates acceleration coefficients, 

𝑟1 𝑎𝑛𝑑 𝑟2  specifies two random numbers, 𝑝𝑖𝑑 

denotes particles current best position, and 𝑝𝑔𝑑 
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indicates global best position. In the HIPSO 

algorithm, the human group optimization algorithm 

is employed for influencing the particles and further, 

the adaptive uniform mutation is applied to enhance 

the convergence rate and to make implementation 

simple. 

At first, the human group optimization algorithm 

is applied to convert the discrete multiple labels into 

continuous labels. The HIPSO algorithm optimizes 

the extracted feature vectors based on 𝑑𝑖, where the 

feature vectors of the position of the particle are 

represented as 𝑝𝑖(𝑡) = (𝑝𝑖,1,  𝑝𝑖,2.  𝑝𝑖,𝐷). Further, the 

adaptive uniform mutation (fitness function) is 

applied to extend the capability of feature 

optimization in the exploration. In this process, a non-

linear function 𝑝𝑚 is applied to control the decisions 

and range of the mutation on every particle. At every 

iteration, 𝑝𝑚 is updated by the Eq. (18). 

 

𝑝𝑚 = 0.5 × 𝑒(−10×
𝑡

𝑇
) + 0.01              (18) 

 

Where, 𝑇 denotes maximum iteration, and the 𝑝𝑚 

value tends to reduce, while the iteration number 

increases. If the 𝑝𝑚 value is larger than the random 

number between [0,1], the mutation randomly picks 

the discriminative feature vectors (3451) that are fed 

to the SVM for weapon classification. The parameter 

setting of HIPSO algorithm is given as follows: 

maximum number of iterations is 100, population 

size is equal to total extracted feature vectors, social 

constant 𝑐1 is 3, and cognitive constant 𝑐2 is 2. 

3.5 Weapon/non-weapon classification 

The selected discriminative feature vectors are 

used for classification by employing SVM to classify 

the weapon/non-weapon classes. The SVM classifier 

is a supervised classifier, where it has a 

discriminative characteristic of hyperplane for image 

classification. The vapnik-chervonenkis and the 

structure principles resolve the two-class limitations 

in the SVM classification method. The discriminant 

function is linear and the formula is specified 

as  𝑊𝑓 × 𝑥𝑓 + 𝑎𝑓 = 0 . The optimal hyper-plane 

distinguishes the classes without noise, and it is 

expressed in Eq. (19). 

 

𝐻𝑝𝑖[𝑊𝑓 × 𝑥𝑓 + 𝑎𝑓] − 1 ≥ 0, 𝑖 = 1,2, …     (19) 
 

Then, reduce ‖𝑊𝑓‖
2

 in Eq. (19), so that the 

problem of optimization is solved using Lagrange 

function 𝜗𝑖, which is mathematically expressed in Eq. 

(20). 

 

𝑓(𝑥𝑓) = 𝑠𝑖𝑔𝑛{(𝑊𝑓
∗𝑥𝑓) + 𝑎𝑓

∗} = 

𝑠𝑖𝑔𝑛{∑ 𝜗𝑖
∗

𝑖=1 × 𝐻𝑝𝑖(𝑥𝑓𝑖
∗ − 𝑥𝑓) + 𝑎𝑓

∗}     (20) 

 

Finally, change the interior-product (𝑥𝑓𝑖
∗ − 𝑥𝑓) 

obtained from the linear function 𝐾(𝑥𝑓 , 𝑥𝑓
′) in Eq. 

(20) that decreases the computational complexity in 

high dimensional data. The sample obtained from the 

discriminant function is separable, which is rewritten 

in Eq. (21). The radial basis function is used as a 

kernel function in SVM that is mathematically 

denoted in Eq. (22). 

 

𝑓(𝑥𝑓) = 𝑠𝑖𝑔𝑛{∑ 𝜗𝑖
∗

𝑖=1 × 𝐻𝑝𝑖 × 𝐾(𝑥𝑓 , 𝑥𝑓
′) + 𝑎𝑓

∗}  

(21) 

 

𝐾(𝑥𝑓 , 𝑥𝑓
′) = 𝑒𝑥𝑝 [−

‖𝑥𝑓,𝑥𝑓
′‖

2

2𝜎2 ]             (22) 

4. Experimental results 

In this manuscript, the HIPSO-SVM model is 

simulated using Python software tool on the system 

configuration with Intel Core i9 processor, Linux 

operating systems, 8 TB hard disk, and 16 GB 

random access memory. The proposed HIPSO-SVM 

model effectiveness is evaluated on two online 

databases such as YouTube and gun movies 

databases using f-score, accuracy, recall, and 

precision. The performance measures: f-score, 

accuracy, recall, and precision are used as a regular 

measurement of results that generates reliable data on 

the efficiency and effectiveness of the HIPSO-SVM 

model. The mathematical representation of the 

undertaken performance measures is depicted in the 

Eqs. (23) to (26). 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

𝐹𝑃+2𝑇𝑃+𝐹𝑁
× 100         (23) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100               (24) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100             (25) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100       (26) 

 

Where, FP, FN, TP, and TN are indicated as a 

false positive, false negative, true positive, and true 

negative. 

4.1 Quantitative evaluation 

In Table 1, the effectiveness of the HIPSO-SVM 

model is validated on YouTube database that  
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Table 1. Experimental results of HIPSO-SVM model on the YouTube database 

Classifiers Optimizers F-score (%) Recall (%) Precision (%) Accuracy (%) 

Naïve Bayes DOA 80.89 80.90 80.80 80.08 

GOA 82.35 87.37 83.69 82.40 

ACO 87.96 87.58 87.77 87.50 

PSO 89.88 90.30 90.24 88.58 

HIPSO 90.38 90.53 90.70 90.82 

Decision tree DOA 77.30 68.68 78.77 82.83 

GOA 77.80 78.38 79.50 85.26 

ACO 85.48 79.60 79.90 86.60 

PSO 86.09 88.20 86.50 87.88 

HIPSO 87.10 89.99 87.80 88.80 

Random forest DOA 78.54 70.98 78.90 88.30 

GOA 76.40 80.78 79.82 88.40 

ACO 87.09 82.44 80.58 90.67 

PSO 88.88 88.76 84.87 91.20 

HIPSO 90.28 90.03 90.50 91.78 

SVM DOA 88.49 86.40 90.97 89.50 

GOA 87.90 88.90 93.42 90.55 

ACO 89.74 90.36 94.20 92.28 

PSO 92.76 92.30 96.87 92.90 

HIPSO 95.40 96.27 98.58 95.34 

 

 
Figure. 5 Comparison results of the HIPSO-SVM model 

on the YouTube database 

 

 
Figure. 6 Comparison results of the HIPSO-SVM model 

on the Gun movies database 

 

includes 952 frames/images in that 80:20% of data 

are used model training and testing. In addition, the 

fivefold cross-validation is applied for further 

estimating the effectiveness of the HIPSO-SVM 

model. In this article, the experimentation is 

performed with several machine-learning classifiers: 

Naïve Bayes, decision tree, random forest, and SVM, 

and feature optimization algorithms: HIPSO, PSO, 

Dragonfly Optimization Algorithm (DOA), Ant 

Colony Optimization (ACO) algorithm, and 

Grasshopper Optimization Algorithm (GOA). As 

represented in Table 1, the combination: HIPSO with 

SVM achieved better performance in the weapon 

detection compared to other classifiers, and feature 

optimization algorithms. In the YouTube database, 

the HIPSO-SVM model has achieved 95.34% of 

accuracy, 95.40% of f-score, 96.27% of recall, and 

98.58% of precision in weapon detection. A graphical 

presentation of the HIPSO-SVM model on the 

YouTube database is depicted in Fig. 5. 

In Table 2, the effectiveness of the HIPSO-SVM 

model is investigated on Gun movies database using 

f-score, recall, precision, and accuracy. By 

investigating Table 2, the proposed HIPSO-SVM 

model obtained superior performance in the weapon 

detection compared to other classifiers, and feature 

optimization algorithms. As seen in Table 2, the 

proposed HIPSO-SVM model obtained 98.60% of 

accuracy, 96.45% of f-score, 96.20% of recall, and 

98.56% of precision in weapon detection. Graphical 

presentation of the HIPSO-SVM model on the Gun 

movies database is stated in Fig. 6.  

4.2 Comparative evaluation 

The comparison result of the HIPSO-SVM model 

and the existing models is depicted in table 3. 

Velasco-Mata [19] combined the YOLO V3 detector 

with the subject’s pose information for enhancing 

handgun detection. The experimental analysis 

showed that the presented model attained 76.60% of 
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Table 2. Experimental results of HIPSO-SVM model on the gun movies database 

Classifiers Optimizers F-score (%) Recall (%) Precision (%) Accuracy (%) 

Naïve Bayes DOA 82.92 82.98 84.85 85.58 

GOA 85.78 86.60 88.67 88.40 

ACO 89.90 88.96 90.70 90.68 

PSO 90.86 88.80 92.26 92.58 

HIPSO 91.30 90.53 92.70 92.83 

Decision tree DOA 88.50 86.60 80.70 88.90 

GOA 89.78 88.90 87.57 89.20 

ACO 90.40 89.93 88.98 90.50 

PSO 90.48 90.78 90.70 91.87 

HIPSO 91.20 91.90 92.88 92.14 

Random forest DOA 87.78 84.90 89.98 87.30 

GOA 88.90 88.78 90.80 88.40 

ACO 90.06 90.40 91.50 90.69 

PSO 91.80 92.70 92.14 90.72 

HIPSO 92.20 94.03 92.50 93.78 

SVM DOA 90.40 90.78 90.90 89.50 

GOA 91.20 92.98 92.49 90.75 

ACO 92.78 94.87 94.26 93.29 

PSO 94.76 95.30 96.88 96.20 

HIPSO 96.45 96.20 98.56 98.60 

 
Table 3. Comparison result of HIPSO-SVM model and 

the existing models 

Models Database Recall 

(%) 

Precision 

(%) 

 

YOLO V3 with 

pose information 

[19] 

YouTube 76.60 96.40 

Gun 

movies 

44.10 98.40 

Weapon appearance 

and human pose 

information [20] 

YouTube 83.83 97.30 

Canny edge detector 

with SVM [21] 

Gun 

movies 

81.80 - 

 

HIPSO-SVM model 

YouTube 96.27 98.58 

Gun 

movies 

96.20 98.56 

 

recall and 96.40% of precision on YouTube database, 

and 44.10% of recall and 98.40% of precision on Gun 

movies database. Further, Ruiz-Santaquiteria [20] 

integrated weapon appearance and human pose 

information for effective handgun detection. 

Experimental results confirmed that the presented 

model obtained 83.83% of recall and 97.3% of 

precision on YouTube database. Grega [21] 

integrated canny edge detector and MPEG-7 

homogeneous texture descriptor for object detection 

and feature extraction. Next, the SVM classifier was 

applied for the weapon classification. The extensive 

experimental investigation showed that the presented 

model obtained 81.80% of recall value on Gun 

movies database.  

The HIPSO-SVM model achieved better 

performance in weapon detection related to the 

comparative models. The HIPSO algorithm selects 

discriminative feature vectors that effectively 

decrease the computational complexity and training 

time of the SVM classifier, which are the major 

problems highlighted in the literature section. The 

computational complexity of the proposed model is 

linear, and the training time of the classifier is 33.56 

and 48.22 seconds on the YouTube and Gun movies 

databases, which are limited compared to other 

machine learning classifiers. 

5. Conclusion 

In this manuscript, a new HIPSO-SVM model is 

introduced for effective weapon detection. The 

proposed HIPSO-SVM model comprises two 

important steps such as weapon detection and 

weapon and non-weapon classification. After 

detecting the weapon in the video sequences utilizing 

the GMM technique, the feature extraction is carried 

out using AlexNet, ResNet 18, and SIFT models for 

extracting feature vectors from the segmented images. 

The extracted multi-dimensional feature vectors are 

optimized by proposing a HIPSO algorithm that 

superiorly reduces the training time and 

computational complexity of the model. Lastly, the 

optimized feature vectors are given as the input to the 

SVM classification methodology for weapon and 

non-weapon classification. The conducted extensive 

experiment showed that the proposed HIPSO-SVM 

model achieved a higher classification accuracy of 

95.34% and 98.60% on the YouTube and Gun movies 

databases, which are effective compared to other  
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Parameter Notation 

𝑘 Number of Gaussians 

Σ𝑖,𝑡 Covariance matrix 

𝜇𝑖,𝑡 Mean value of 𝑖𝑡ℎ Gaussian in the 

time instant 𝑡 

𝑋𝑡 Present pixel value 

𝜔𝑖,𝑡 Weight of 𝑖𝑡ℎ Gaussian 

𝐺𝑗 Probable distribution 

𝑑𝑖𝑎𝑔|𝑥| Diagonal matrix 

𝛼 Learning rate 

𝑇 Threshold value 

𝐼𝑤 Inertia weight 

𝑐1 𝑎𝑛𝑑 𝑐2 Acceleration coefficients 

𝑟1 𝑎𝑛𝑑 𝑟2 Two random numbers 

𝑝𝑖𝑑  Particles current best position 

𝑝𝑔𝑑 Global best position 

FP False positive 

FN False negative 

TP True positive 

TN True negative 

 

classifiers (naïve Bayes, decision tree and random 

forest) and optimizers (PSO, DOA, ACO, and GOA). 

As a future enhancement, a new ensemble classifier 

can be included in the proposed model to further 

improve weapon detection. 
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