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Abstract: The intrusion detection system (IDS) is very essential tools to detect malicious network. IDS is a hardware 

or software approach to observe the internet for malicious attacks. It has ability to screening an internet or network 

that possibility dangerous activity or security threats. IDS application responsible to defend network territory in 

accordance with the network-based intrusion detection system (NIDS) or host-based intrusion detection system (HIDS). 

Using known normal network activity signatures, IDS applications perform tasks by comparing them to known attack 

activity signatures. In this study, a dimensional reduction and feature selection mechanism known as the stack 

denoising auto encoder (SDAE) was found to be effective in increasing the effectiveness of naive bayes, KNN, decision 

tree, and SVM classification algorithms. The researchers evaluated the performance using evaluation metrics such as 

a confusion matrix, accuracy, recall, and the F1-score, among other measures of success. When compared to the results 

of previous studies in the IDS field, our model using statistical pre-processing, dimensional reduction based on SDAE 

success to increase the effectiveness of KNN, naive bayes, decision tree, SVM and deep learning using LSTM. We 

applied our experiment in the NSL-KDD Dataset. According to evaluation metrics using confusion matrix, accuracy, 

recall, and f1 that the effectiveness of our model achieve more than 2% over several previous work without statistical 

pre-processing and dimensional reduction based on SDAE. Furthermore, the use of statistical approaches and SDAE 

improved the accuracy of traditional machine learning and modern deep learning based on LSTM. Aims to improve 

the effectiveness of IDS detection in the future, it may be possible to integrate SDAE with another deep learning model 

such as MLP, CNN, attention, and GAN. 
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1. Introduction 

Over the last decade, the number of internet's 

user growth significantly. As a result of recent 

technological advancements, particularly those 

relating to the internet, communication and 

networking, a massive amount of data has been 

generated from a variety of sources such as the 

industrial sector, online shopping portals, messenger 

services, social media, and health-care providers. Big 

data is representing to describe a massive amount of 

data that has four characteristics: high veracity, high 

velocity, high variety, and high value, to name a few. 

As a result of the widespread use of big data also 

automatically increase the number of cyberattacks. 

More than 26 billion devices were connected to the 

internet in 2019, according to statistics. In addition, it 

contributes to the expansion of malicious activity on 

the internet in general. Adoption of IDS malicious 

network detection has evolved into an essential 

application for enhance the security of computer 

networks and computer systems [1, 2]. 

In order to improve IDS, a large number of 

experts, researchers, and academicians have used 

conventional machine learning mechanism as the 

most popular machine learning algorithm such as 

neural networks (NN), support vector machines 

(SVM), K nearest neighbours (KNN), Decision tree 

(DS3), multilayer perceptron (MLP), and auto 

encoder (AE). The use of conventional shallow 

learning frameworks (one feedforward network) to  
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Figure. 1 The illustration of IDS attack network detection  

 

 
Figure. 2 Scenario of IDS network attack detection experiment 

 

solve the auto detection problem for big data is 

ineffective because of the large amount of data 

involved. The failure to detect activity attacks, 

capture attack information accurately, and resolve 

noise in massive datasets is a recurring problem for 

them [3, 4]. It has become increasingly popular in 

recent years to use deep learning framework, for 

instance a convolutional neural network (CNN), a 

gated recurrent unit (GRU), and a long short-term 

memory (LSTM) in response to the aforementioned 

issue [5]. The illustration of IDS network attack 

detection can be seen in Fig. 1. 

In addition, the number of attributes that IDS 

must look for in the data that they get from the 

internet is always huge, even in small-capacity 

networks. Indeed, a lot of raw data is useless and 

noisy. As a result, the classifier's performance suffers 

because it has features that aren't good enough. The 

principal component analysis (PCA), mutual 

information (MI), chi-square, and UMAP are all 

multidimensional reduction frameworks that can help 



Received:  February 9, 2022.     Revised: April 23, 2022.                                                                                                 127 

International Journal of Intelligent Engineering and Systems, Vol.15, No.4, 2022           DOI: 10.22266/ijies2022.0831.13 

 

you get rid of a lot of information [6]. Our experiment 

used SDAE to make enhancement of dimensional 

reduction. The experiment scenario can be seen on 

Fig. 2. 

In this study, our algorithm model involves a 

statistical model for pre-processing, dimensional 

reduction model based on SDAE, and hybridization 

with popular traditional machine learning model 

including KNN, naive bayes, Decision tree and SVM. 

The second contribution, we consider to hybrid 

between statistical approach for pre-processing 

mechanism, dimensional reduction using SDAE and 

modern deep learning lead to sequential aspect 

mechanism based on LSTM. 

2. Related work 

According to a large number of previous studies, 

the intrusion detection model employs three primary 

methods: deep learning, conventional machine 

learning, and pattern similarity. Deep learning has 

surpassed all other methods in popularity over the last 

few years. Initially, pattern similarity models were 

used primarily to detect intrusions. The majority of 

them employ patterns that are similar to their primary 

core learning algorithm, and they do so via attribute 

similarity [7, 8]. The majority of frameworks have 

already been implemented in the past. Knuth morris 

pratt (KMP), boyer moore (BM), boyer moore 

harspool (BMH), boyer moore harspool sunday 

(BMHS), aho-corasiek (AC), and AC-BM were all 

examples of traditional models used to create an 

intrusion detection system. Following the results of 

the experiments, it was determined that an algorithm 

worked well for speeding up and reducing the time 

required to perform pattern similarity calculations. 

However, the traditional model of pattern similarity 

has a significant flaw. They are unable to 

comprehend how intrusion detection works. The 

development of a low-cost algorithm capable of 

reducing the time required and the cost of false 

positives has become the primary objective of this 

study. 

Denning [9] was the first person to made that IDS 

machines learning, and his study used a multi-

algorithm model to look for intrusion detection 

activity. An expert thinks that the model made a 

pattern of several features by hand. In the beginning, 

a modern machine learning model based on the SVM 

was made [10]. The experiment set up KDD99 

datasets, and it came up with 3 features with an 

accuracy of 91%, 36 features with an accuracy of 

99%, and 41 features with an accuracy of 99%. 

A study that used traditional machine learning 

techniques as well as KNN was successful in 

improving an early model. A K-mean clustering 

algorithm and a KNN classifier were used in this 

model [11]. CANN is the name given to the state-of-

the-art IDS intelligence machine for malicious 

detection that evolved from this model. Another 

study [11, 12] proposes the use of a traditional 

classifier in conjunction with random forest to 

improve CANN performance. With an accuracy of 

94.7%, the hybrid model, which used random forest 

as its core classifier machine, outperformed its 

competitors. The use of an artificial neural network 

(ANN) to improve the performance of a random 

forest (RF) has been proposed [13]. Application of 

the ANN model to NSL-KDD resulted in greater than 

81 percent accuracy and 79% classification for 

malicious detection and network attack classification, 

as well as for network attack classification. There has 

been a proposal for a Decision tree (DT) intrusion 

detection model based on NSL-KDD [14]. It was 

determined that DT was effective in the IDS detection 

classification task as a result of the experiment's 

findings, which were published online. According to 

the explanation provided above, the enhancement of 

traditional machine learning results in astounding 

effectiveness in the detection of IDS threats. 

However, the majority of them necessitated extensive 

pre-processing on a large scale as well as complex 

attribute extraction. When employing a machine 

learning classification method, it is impossible to deal 

with large amounts of intrusion information. 

In the early decade, deep learning, a new type of 

neural network with an extremely complex network 

structure was firstly introduced. At the time, deep 

learning achieved phenomenal performance in the 

image processing classification task. Additionally, 

deep learning has established itself as the industry 

standard for a variety of computer science-related 

problems, including image processing [15], speech 

recognition, recommender system using contextual 

document based on CNN [16-18], LSTM [19, 20], 

SDAE [21], Word embedding and LSTM [22]. 

According to Ref [23], a deep learning model 

based on auto encoder was proposed. They 

investigated the self-taught learning (STL) model 

with the help of NSL-KDD. It is composed of two 

fundamental process classifications, which are 

described below. It is necessary to train a dataset with 

unlabelled data before moving on to the next step in 

the compact attribute representation process. The 

second step is to train the learning representation 

features with labelled data and then to implement the 

classification of IDS tasks using the learning 

representation features trained. STL was used in three 

different levels of the experiment: two, five, and 

twenty-three classes. Results showed that STL had an 
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accuracy of 88.39%, and that the 5-class 

classification had an accuracy of 79.10%, with the 5-

class classification having the highest accuracy. 

Combining deep belief networks (DBNs) and 

probabilistic neural networks resulted in a deep 

learning model [24]. DBN is in charge of converting 

low-dimensional representations to non-linear 

representations while retaining critical raw data 

characteristics. They use particle swarm optimization 

to optimize hidden layer learning. Additionally, 

probabilistic neural network (PNN) detection of IDS 

makes use of final classification techniques. As 

demonstrated in their experiment, DBN-PNN 

achieved a 93.25% accuracy rate. Furthermore, 

DBN-PNN outperformed previous research that 

combined principal component analysis (PCA) 

mechanism to enhance dimensional reduction and 

combining with probabilistic neural networks (PNN). 

Another study proposed a deep belief network 

(DBN) based deep learning model for the IDS task 

[25, 26]. Two critical processes are incorporated into 

this model: They did two factors: 1) they learned 

layer by layer using a restricted Boltzmann machine 

(RBM), and 2) they deduced the hidden layer vector 

from the visible layer vector. The representation of 

the hidden layer is the vector manifest for the 

subsequent layer. Both processes combine 

backpropagation networks generated by the final 

RBM method and use the final RBM output vector as 

an input vector. The DBM model achieves a 95.25% 

measurement accuracy. This results in an 89.07% 

performance advantage over backpropagation and a 

91.36% performance advantage over SVM. 

DNN is an abbreviation for deep neural network, 

which is considered suitable for use in intrusion 

detection systems [27]. It is a representation of an 

auto encoder that has four hidden layers and one 

hundred hidden units, as represented by the DNN 

algorithm. When they want to activate the hidden 

layer, they use rectified linear units (ReLU). ReLU 

categorizes activation functions that are not linear in 

their behaviour. The purpose of this activation 

function is to improve the algorithm's performance 

when performing complex classification tasks, such 

as identifying patterns in data. For the purpose of 

reaching the stochastic optimizer, this study made use 

of the adaptive moment mechanism. The experiment 

demonstrated that DNN was capable of measuring 

with 99% accuracy, as demonstrated in the 

experiment. 

A novel model for detecting IDS networks has 

been proposed using convolutional neural networks 

(CNN) [28]. The CNN model is well-suited for a 

wide variety of image processing problems. The 

author made the assumption in this IDS detection 

case that the image processing problem is comparable 

to the IDS problem in terms of data vector dimension. 

CNNs are a subclass of feedforward neural networks 

that use convolutional processes to reduce large 

amounts of multidimensional data to representative 

vectors. This work, which makes use of a CNN model, 

asserts that the model was successful in improving 

the imbalanced dataset and that it not only decreased 

the false alarm rate but also improved the class's 

accuracy even when the sample size was small. As 

stated in their experiment report, CNN achieves a 

79.48% accuracy in KDD-NSL. It outperforms a 

number of previously proposed conventional 

machine learning techniques. 

A novel IDS detection model [29], was tested 

using GAN (generative adversarial network) and AE 

techniques. In their application of a semi-supervised 

model applied on NSL-KDD dataset, they were able 

to reduce the amount of time and effort required to 

manually tag the labelled data while simultaneously 

increasing the effectiveness of IDS malicious 

detection without labelled data. Using GANs and 

AEs to improve IDS detection on NSL-KDD datasets 

was a successful experiment report, even with only 

0.1% of the datasets containing labelled data being 

used as training data. 

It is a subclass of feedforward neural networks 

with sequential aspect mechanisms that is known as 

the long short-term memory (LSTM). It is a recurrent 

neural network enhancement that is being discussed. 

This year, LSTM is being considered as a possible 

model for an IDS network, such as the so-called DL-

IDS, which is currently under development. 

According to the results of an experiment on hybrid 

PCA/LSTM [30], the DL-IDS has an accuracy rate of 

98.67%. PCA is in charge of reducing the size of raw 

data attacks, while LSTM is in charge of categorizing 

network attacks. They claim that PCA-LSTM 

achieves 99.45% accuracy in binary class and 

99.39% accuracy in multiclass classification when 

used in binary class. By reducing the number of 

dimensions in the PCA model, it was possible to 

improve the performance of the LSTM. In their 

research, they also proposed the concepts of mutual 

information (MI) and LSTM. It has a binary class 

accuracy of 96.24% and a multi-class classification 

accuracy of 95.56%, respectively. 

3. Material and method 

In this research, author consider to applying 

statistical approach to enhance pre-processing 

method before employ within SDAE to advance 

dimensional reduction, and integrated into several 

hybridization scenarios with traditional machine  
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Table 1. NSL-KDD datasets characteristics 

NSL-KDD Total record Normal record DoS record Probe record R2L record U2R record 

KDDTrain+ 125973 67343 45927 11656 995 52 

KDDTest+ 18793 9710 5741 1106 2199 37 

learning based on KNN, naive bayes, Decision tree, 

SVM and deep learning approach based on sequential 

mechanism that famous called LSTM. The detail 

explanation of material and methodology on section 

below. 

3.1 NSL-KDD datasets explanation 

NSL-KDD is an advance variant of the KDD99 

datasets. This dataset is very popular to compare of 

the effectiveness in many IDS network application 

and research. NSL-KDD enhances several drawbacks 

from the genuine KDD99 datasets in repetition and 

replication point of view. This condition contains in 

testing and training data record. It will impact in bias 

classification engine toward frequent sample. 

NSL-KDD develop for free access in public 

society. It was made by Canadian cyber security 

institute [31]. This dataset contain two essential 

categories include training and testing that 

configured as KDDTrain+ and KDDTest+ respectively. 

This dataset consists of 125973 training information 

and 22544 testing information. Started with the 

KDDTest+ introduced extra 17 attack type where this 

is not included into KDDTrain+. Aims to make 

classification output IDS detection fair enough, many 

researcher and academia deleted 3751 attack type that 

was unnecessary category. Finally, the the KDDTest+ 

actually contain 22544 - 3751 = 18793. According to 

Table 1 can be seen the specification of the KDDTrain+ 

and KDDTest+. NSL-KDD also include characteristic 

with zf (f=1,2,3,4,5,..41) feature where it is contain 3 

symbol and 38 continuous attributes categories. This 

dataset also consist to 4 attack classification 

categories as follows: 

1. Denial of service (DoS): A DoS attack occurs 

when someone attempts to block access to a 

network service, server, or other service by 

flooding the internet with traffic. Someone else 

can slow or shut down a server or network service 

during a DoS attack. 

2. Root to local (R2L): R2L attacks send bogus 

remote packets to a server or computer system in 

order to gain access to the server or computer 

system without permission. 
3. User to root (U2R): U2R is a set of attacks 

aimed at gaining access to a computer's "root" 

area. In this case, the hacker discovers the flaw in 

the system and logs in as a regular user. 

4. Probe: Probe is a type of attack that can gather 

information about networks and security 

management systems without being controlled 

by anyone. 

Table 1 below is the complete description of NSL-

KDD characteristic include number of record each 

attack category. 

3.2 Data pre-processing with statistical scenario 

The objective of pre-processing of NSL-KDD 

datasets is to transform the raw data using standard 

process. So, it can be work properly and adequate to 

next section process. It also aims to make sure that 

the attribute of attack characteristic can be recognized 

by the machine learning mechanism. Aim to reach the 

objective, the pre-processing stage consist to four 

sessions.  The complete explanation of each statistical 

pre-processing as follow: 

• Deleting outlier: A value in the NSL-KDD is 

inconsistent, so we need to remove it. This 

problem is frequently referred to as the "outlier 

problem" by these individuals. There is a 

necessary procedure that comes before the 

normalization of the data. The proposed model 

for detecting malicious activity may be affected 

by outliers, which could lead to incorrect 

detection. Median absolute deviation estimator 

(MADE), a technique that uses the following 

calculation as its working mechanism: 

 
MADE=P×med(zfj-|med(zfj)|) 

 

• Data normalization process: The min-max 

method is applied to compute the zfj numerical 

attribute in the range of 0-1 as part of the 

normalization process, using the following 

calculation as: 

 

�̃�𝑓𝑗 =
𝑧𝑓𝑗 − min(𝑧𝑓)

max(𝑧𝑓) − min(𝑧𝑓)
 

 
One-hot-encoding process: Attacks that target the 

protocol model, service, or flag all fall under the 

umbrella term of one-hot encoding (z1, z2, z3,  
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Figure. 3 SDAE framework for dimensional reduction 

 

z4). The one-hot-encoding method is required to 

transform them into a numeric value. A binary 

number was applied to demonstrate each feature's 

categorization. For instance, udp, icmp, and tcp 

are 3 category attributes that represent protocol 

type. It is the responsibility of the one-hot-

encoding to transform the binary vector space 

into values such as (1.0.0), (0.1.0), and (0.2.0). 

(0.0.1). Service and flag features with z3 and z4 

symbol representation were also converted into a 

one-hot-encoding vector. For each feature, 122 

dimensions (84 binaries and 30 continuous) were 

computed to represent the total number of attack 

characteristics in 41 features. 

3.3 Dimensional reduction using SDAE 

Succinctly defined as a subclass of auto encoder 

neural networks, in which the auto encoder (AE) 

neural network takes the input and transforms it into 

hidden layer representation using a deterministic 

mechanism, while the denoising auto encoder (DAE) 

neural network is responsible for extracting the 

input's missing representation layer. Aims of this 

model include resolving the auto encoder problem, 

which is notoriously difficult to train in deep learning 

models, and detecting unsupervised learning 

processes that map feature inputs into middle process 

representations. A number of auto encoders have 

been proposed in the literature, and some of these 

versions have demonstrated tremendous success in 

the field of computer science research [32, 21]. It is 

also possible to stack multiple instances of a class 

denoising auto encoder in order to compute a deep 

layer, as seen in high-level classes, where this is 

known as a stack denoising auto encoder. 

Regularization is used to address the optimization 

problem in SDAE, and this is particularly true for the 

learning mechanism. 

 

𝑚𝑖𝑛
𝑊𝑙,𝑏𝑙

||𝑋𝑐𝑜𝑟𝑟𝑢𝑝𝑡𝑒𝑑𝑖𝑛𝑝𝑢𝑡
− 𝑋𝑜𝑢𝑡𝑝𝑢𝑡||𝐹

2 +

⋋ ∑(‖𝑊𝑙‖𝐹
2 + ‖𝑏𝑙‖2

2

𝑙

)       (1) 

3.4 Classifier engine for IDS attack network 

detection 

This research considered to incorporating four 

traditional classifier algorithms to observe the 

hybridization model ability. The pre-processing used 

statistical approach and the dimensional reduction 

using SDAE integrated into naive bayes, KNN, 

Decision tree, and SVM and the last experiment, we 

tried to integrating statistical pre-processing and 

SDAE into variant of deep learning machine called 

LSTM. The basic mechanism of the algorithm is 

explained below. 

3.4.1. Naive bayes 

A Naive bayes classifier is a straightforward 

probabilistic classifier that is based on Bayes' 
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theorem and strict (naive) independence calculation. 

A Naive bayes classifier makes the prediction that the 

presence (or absence) of a particular feature within a 

class is unrelated to the presence (or absence) of any 

other feature within the class. Naive bayes classifiers 

can be trained very efficiently in a supervised 

learning setting, depending on the precise nature of 

the probability model. The Bayes theorem can be 

stated as follows: 

P(H|X) = P(X|H) P(H) / P(X) P(H) 

Let X denote the data record and H denote some 

hypothesis representing X as a member of a particular 

class C. We want to determine P(H|X) for 

classification purposes, which is the probability that 

the hypothesis H holds true given an observed data 

record X. P(H|X) denotes the posterior probability of 

H in the presence of X. P(H) on the other hand is the 

prior probability. The posterior probability P(H|X) is 

based on more information, such as prior knowledge, 

than the independent prior probability P(H). 

Similarly, P(X|H) denotes the posterior probability of 

X given H. The Bayes theorem is useful because it 

enables the calculation of the posterior probability 

P(H|X) from the initial probabilities P(H), P(X), and 

P(X|H). 

3.4.2. K-nearest neighbourhood (KNN) 

It is possible to use KNN, one of the simplest 

supervised machine learning algorithms, to estimate 

the class of a particular data sample by considering 

"feature similarity." To identify a sample, it 

calculates its distance from the other samples in the 

neighbourhood. The model's performance can be 

affected by the parameter k in the KNN algorithm. At 

very small k values, the model may be subject to 

over-fitting problems. The sample instance may be 

incorrectly categorized if a large number of k values 

are selected [33, 34, 35]. 

The KNN classifier uses a distance function to 

measure the difference or similarity between two 

instances. Standard euclidean distance between two 

instances is defined in as follows:  

 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

                (2) 

 

xi is the ith featured factor of an example data x, while 

yi is the ith featured factor of an instance y, while n is 

representing of total features in data set. 

Suppose the KNN classifiers apply set using U. 

In the design set, there are S samples. There are a total 

of L different class labels in S, so let's say C={C1, 

C2,...Cl}  class label must be predicted for x, an input 

vector. This is the ith vector in the design set S, and yi 

denotes this. It is possible to find k vectors in S that 

are the closest to the input vector x using the KNN 

algorithm. Class Cj is assigned to the input vector x if 

the majority of the k closest vectors also have class Cj. 

3.4.3. Decision tree 

Decision tree is a non-incremental, inductive, 

classification algorithm. It creates a Decision tree for 

classifying future samples by performing a top-down, 

greedy search through a predefined set of examples. 

Each example is a member of a class and has a 

number of unique characteristics. The Decision tree's 

non-leaf nodes are all decision nodes, while the tree's 

leaf nodes are all class names. IDS adds a feature 

selection heuristic to the concept learning system 

algorithm. The training set of input examples is used 

to identify the attribute that best separates them using 

feature selection. It is a done deal if the attribute 

selected completely categorizes the training set. If 

IDS is applied in a greedy manner, the next best 

attribute is identified recursively [36, 37]. 
IDS uses a metric known as information gain to 

determine the best attribute. In information theory, 

entropy is used to measure the amount of information 

that can be gleaned from a given attribute. This 

attribute selection method is extremely effective. 

Both in the business world and in academia, IDS has 

a solid reputation. IDS, on the other hand, works only 

with examples that have the same characteristics. 

There must be a limited set of values for attributes. 

Noise or missing attributes will not be tolerated by 

IDS. Classes need to be clearly defined. 

3.4.4. Support vector machine (SVM) 

In many real-world applications, such as pattern 

recognition, text and image classification, hand-

writing recognition, and bioinformatics analysis, 

Support Vector Machines (SVMs) are a powerful 

supervised learning algorithm that has already been 

successfully used in supervised learning. The concept 

of decision boundaries serves as the foundation for 

SVM classification. A decision boundary is a line that 

divides a collection of instances with different class 

values into two groups. It is capable of supporting 

both binary and multi-class categorizations. Each 

instance of the training data must belong to one of 

two classes in order to produce a result for IDS 

detection from the NSL-KDD dataset. Based on a 

non-probabilistic binary linear classifier, SVM 
classification creates a learning model that 

automatically assigns new instances to one of several  
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Table 2. List of notation description  

𝜎 represent of standard deviation 

med represent of median operator 

zfj formula of sample feature for fj 

𝑚𝑎𝑥(𝑧𝑓) maximum value representation of 

feature zf 

𝑚𝑖𝑛(𝑧𝑓) minimum value representation of 

feature zf 

�̃�𝑓𝑗 min-max normalized value range 

between 0-1 

zij numeric feature value with range 0-1 

zfj was categorised an outlier if zfj > p  MADE 

 

 
Figure. 4 Basic mechanism of LSTM network [30] 

 

classes. Due to the fact that the instances of the 
different classes are divided by a clear gap, SVM 

represents the training instances in space (wide as 

possible).  

Once the test instances have been placed in that 

specific area, they are classified into one of several 

classes based on which side of the gap the test 

instance is on. SVMs are now being used for both 

linear and non-linear classification tasks. For 

mapping high-dimensional input features, it performs 

an efficient non-linear classification using the kernel 

trick, which is implemented in the code. SVM created 

an illustration of a linearly separable two-class 

classification with the two possible linear classifiers 

in a linearly separable two-class classification [38]. 

3.4.5. Deep learning using LSTM 

It was developed by Hochreiter and Schmidhuber 

[39] in 1997 as an extension of the RNN and is 

intended to avoid the long-term dependency problem. 

Unlike RNN, LSTM is capable of retaining data for 

extended periods of time. The RNN architecture has 

a straightforward structure (e.g., a single Tanh layer), 

whereas the LSTM architecture is more complex, 

consisting of four hidden layers. 

The cell state is the most important component of 

the LSTM. The gates are used to protect information 

from being added or removed from the cell state, and 

the sigmoid function is used to do so (one means 

allows the modification, while a value of zero means 

denies the modification.). There are three different 

gates that we can identify. 

• Forget about the gate layer (Fig. 4 (a)): looks at the 

input data and the data received from the previously 

hidden layer, then uses a sigmoid function to 
determine which information LSTM will delete 

from the cell state (One means keeps it, 0 means 

delete it). It can be computed as: 
 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                (3) 

 

• This layer (Fig. 4 (b)) determines which 

information LSTM will store in the cell state and 

which information LSTM will not store. The input 

gate layer determines which information will be 

updated using a sigmoid function, and then a Tanh 

layer proposes a new vector to be added to the cell 

state at the end of the cell cycle. The LSTM then 

updates the cell state by forgetting the information 

that we have decided to forget and updating it with 

the new vector values that we have determined to 

be important. It can be computed as: 

 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖) and  

 

 �̃�𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)             (4) 
 

• This layer determines what will be our output by 

executing a sigmoid function that determines which 

part of the cell LSTM is going to be output, and 

then passing the result through a Tanh layer (value 

between -1 and 1) to output only the information 

we have decided to pass to the next neuron. The 

output layer is shown in Fig. 4 (c). It is calculated 

as: 

 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡)             (5) 

3.4.6. Hybrid SDAE with Naive bayes, Decision tree, 

KNN, SVM and LSTM 

Our study considers implementing SDAE and the 

popular traditional machine learning approach. It is a 

very important approach to observe the effectiveness 

level of several combinations between them. The 

schematic of the hybridization scheme can be seen in 

Fig. 4 below. Our experiment consists of several 

evaluation processes, including multi-class and 

binary-class using confusion matrix, accuracy, recall,  
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Figure. 5 Proposed model of SDAE & traditional machine  

 

F1-measure, and precision. The multi-class 

experiment consists of 5 possibility conditions 

categories: "Normal", "DoS", "Probe", "U2R", and 

"R2L"; while the binary class consists of 2 

conditions: normal and anomaly. 

We compared 4 traditional machine learning 

models including KNN, Naive bayes, Decision tree, 

and SVM. Then, they would be integrated into 

dimensional reduction based on SDAE respectively. 

SDAE is the enhancement of the auto encoder model. 

The advantage of variant auto encoder is that it is 

useful in feature extraction mechanisms. It is also a 

categorical modern deep machine learning. Our 

schematic training process divided the NSL-KDD 

into 30% and 70%. This schematic training ratio has 

been conducted by the majority of researchers in IDS 

detection.  

3.5 Evaluation of IDS attack network detection 

For example, TP represents the true positive rate, 

which indicates the number of abnormal samples that 

tested positive (accurate detection); TN represents 

the true negative rate, which indicates the number of 

normal samples that tested negative (accurate 

detection); FP represents the false positive rate, 

which represents how many abnormal samples tested 

positive (inaccurate detection); and FN represents the 

false-negative rate, which represents how many 

abnormal samples tested negative (accurate 

detection) (incorrect detection). 

Accuracy is defined as the ratio of correctly 

classified samples to all samples in the testing set, 

expressed in percentage. Precision is defined as the 

ratio of correctly classified samples to the total 

number of TP and FP samples in the testing set, 

expressed in percentage. The recall ratio is the ratio 

of the number of TP samples to the total number of 

TP and FN samples. When it comes to the time to 

compute the F1- score, it is calculated using the 

weighted average of precision and recall. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
               (6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
                           (7) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)
                              (8) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
(𝑃𝑟𝑒𝑐𝑖𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
  

(9) 

4 Result and analysis 

The result of dimensional reduction using SDAE 

can be seen in Fig. 6 below. The dark colours 

represent values that are almost similar to the actual 

values, while the bright ones represent values that are 

very different from the actual values. Then, the output 

from dimensional reduction from SDAE would be 

integrated into 5 machine learning algorithm for 

classification task. 

The evaluation metrics include accuracy, 

precision, recall, and F1 as shown in Table 2. The 

experiment of five model consisted of 2 classes which 

were multi-class and binary class, in which binary 

class only detected an anomaly and normal category, 

while multi-class involved 5 categories condition 

including "Normal", "DoS", "Probe", "R2L", and 

"U2R".  

As shown in Table 2, the enhancement of 

dimensional reduction using SDAE succeeded to 

increase the effectiveness of traditional machine 

learning in IDS detection. The hybridization between 

SDAE and KNN model achieved an accuracy of 

79.8% when compared with KNN without SDAE that 

only achieved 77.9%. The hybridization between 

SDAE and Naive bayes also achieved better 

performance over the traditional Naive bayes without 

SDAE with tremendous results in 80.5% compared to 

that of previous work results with 76.3%. Another 

successful model using a Decision tree combined 

with SDAE achieved an accuracy of 83.4%, while the 

one without SDAE reached an accuracy of 82.9%. 

Our experiment report shows that SDAE and SVM 

achieved the best performance in 84.1% whereas the 

traditional SVM only achieved an accuracy of 80%. 
The multi-class training result shows that the 

combination of SDAE with 4 machine learning also 

reached better performance over traditional machine 

learning. The hybridization among SDAE and KNN 

reached an accuracy of 78.1%, while KNN without 

SDAE only achieved 75%. The novel hybridization 

between SDAE and Naive bayes achieved better 

performance in 78.7% over traditional Naive bayes 

that only reached 77.8%. Another hybridization 

model between Decision tree and SDAE showed 

better performance in 82.8%. This achievement was 

2% higher than the traditional Decision tree that only  

 

 
Figure. 6 SDAE training result of NSL-KDD 

 

reached 80.1%. The best achievement in our 

experiment was reached by the hybridization 

between SDAE and SVM with an accuracy of 83.3%.  

It means that SDAE and SVM successfully increased 

the effectiveness level in IDS detection by more than 

3% compared to the traditional SVM that only 

employed pre-processing process. 

Our study also applied a confusion matrix to 

detect the effectiveness of our model. The confusion 

matrix was tried in each hybridization model and 

evaluated based on the multi-class and binary class 

classification approach. The binary class is shown in 

Fig. 7, while the multi-class classification can be seen 

in Fig. 8, where they demonstrated the involvement 

of SDAE, showing success in reducing error class 

detection in every hybridization scenario including 

SDAE with KNN, Naive bayes, Decision tree, SVM, 

and deep LSTM.  

According to experiment report on Table 2, 

hybridization model between SDAE and KNN could 

increase accuracy detection by 79.8% from 77.9%. 

The combination between SDAE and Naive bayes 

achieved 80.5% while traditional pre-processing and 

Naive bayes only reached 76.3%. The combination 

between SDAE and Decision tree showed better 

performance over previous work with KNN and 

Naive bayes in which SDAE and Decision tree 

reached 83.4% while the traditional Decision tree and 

pre-processing only reached 82.9%. Meanwhile, the 

hybridization between SDAE and SVM has become 

the best performance with an accuracy of 84.1% in 

the term of traditional machine learning algorithm. 

The traditional pre-processing and SVM reached 

80.7%.  

In the term of deep learning experiment point of 

view using LSTM as a classification engine in IDS 

detection also success to reach the tremendous result  
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Table 3. Experiment result of binary class and multi class 

Binary classification Accur. Precis. Recall F1 Multi-classification Accur. Precis. Recall F1 

SDAE & LSTM 85.2% 84.2% 82.7% 83.4% SDAE & LSTM 84.7% 86.3% 80.1% 82.4

% 

SDAE & SVM 84.1% 85.6% 83.1% 84.3% SDAE & SVM 83.3% 85.1% 81.6% 83.3

% 

SDAE & DS Tree 83.4% 83.4% 79.6% 81.4% SDAE & DS Tree 82.8% 84.3% 80.8% 82.5

% 

SDAE & NB 80.5% 81.8% 78.9% 80.3% SDAE & NB 78.7% 80.1% 76.1% 78.0

% 

SDAE & KNN 79.8% 81.1% 74.1% 77.4% SDAE & KNN 78.1% 79.7% 75.9% 77.7

% 

Pre-processing & 

LSTM 

83.2% 80.1% 77.6% 81.3% Pre-processing & LSTM 81.5% 83.2% 79.2% 80.2

% 

Pre-processing & 

SVM 

80.7% 81.9% 78.7% 80.2% Pre-processing & SVM 80.0% 82.1% 77.8% 79.8

% 

Pre-processing & DS3 82.9% 83.3% 81.2% 82.2% Pre-processing & DS3 80.1% 82.7% 76.9% 79.6

% 

Pre-processing & NB 76.3% 77.6% 73.8% 75.6% Pre-processing & NB 77.8% 79.1% 75.1% 77.0

% 

Pre-processing & 

KNN 

77.9% 78.3% 75.8% 77.0% Pre-processing & KNN 75.6% 77.1% 72.3% 74.6

% 

 

  
(a) (b) 

 
 

(c) (d) 
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(e) (f) 

 
 

(g) (h) 

  

(i) (j) 

Figure. 7 Experiment scenario for binary classification 

 

in accuracy performance by 83.2%. The 

enhancement dimensional reduction using SDAE 

reach more than 85%. The effectiveness of SDAE to 

enhance LSTM achieved more than 3%. 

The employment of SDAE proved more effective 

in every hybridization scenario, according to 

confusion matrix in binary-class classification 

experiment. The combination between SDAE and 

KNN success to reduce error detection from 20% to 

19% and increase correct detection from 79.7% to 

80.4%. The effectiveness of SDAE and KNN 

achieved almost 2% (Fig. 7 (a) and (b)). 

Fig 7. (c) and (d) demonstrated the performance  
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Table 4. Comparison result over state-of-the-art 

No Model Accuracy 

1 SDAE & LSTM (our model) 86.8% 

2 SDAE & SVM (our model) 84.1% 

3 SDAE & Decision tree (our model) 83.4% 

4 SDAE & Naive Bayes (our model) 80.5% 

5 SDAE & KNN (our model) 79.8% 

6 CNN & LSTM (BAT) [40] 84.25% 

7 Statistic & ML [41] 83.65% 

8 LSTM & PCA [30] 83.8% 

9 LSTM & MI [30] 83.4% 

 

of SDAE and Naive bayes following to confusion 

matrix evaluation, where this model success reduces 

error detection from 18.2% to 17% and increase 

correct detection from 81.7% to 82.9%. The SDAE 

as a dimensional reduction application play important 

role in increasing performance in SDAE and Naive 

bayes. The effectiveness of hybridization model 

between SDAE and Decision tree can be seen on Fig. 

7 (e) and (f). In this section, SDAE also play essential 

role in increasing effectiveness in error detection 

from 17.8% to 14.5% in increase correct detection 

from 82.1% to 85.4%. The hybridization between 

SDAE and SVM reach best performance following to 

traditional machine learning algorithm point of view, 

where this model reach for error detection in 17.8% 

to 15.3% in error class detection, and increase 

effectiveness from 82.1% to 84.6% in correct 

detection. 

In this study, our novel model involves SDAE 

and LSTM. In several literatures, SDAE categorical 

deep learning model. It means, the propose model in 

this study can be inferred the hybridization between 

deep learning (SDAE and LSTM). The effectiveness 

of SDAE and LSTM can be seen on Fig. 7 (i) and (j). 

Indeed, this dual deep learning model achieved 

tremendous performance over previous experiment in 

this study. The LSTM classification result achieved 

in 85.1% and, increase performance in IDS attack 

detection to 88.09% when combining with SDAE in 

enhance dimensional reduction for NSL-KDD 

datasets. 

The experiment report based on the confusion 

matrix for multi-class classification is shown in Fig. 

8. Each figure shows that SDAE could reduce miss 

class detection. The involvement of SDAE supported 

KNN to enhance the accuracy level in confusion 

matrix evaluation by 77.5%, while the traditional 

KNN and pre-processing only reached 75.8%. The 

combination between SDAE and Naive bayes also 

successful to increase performance in multi-class IDS 

detection in which this model achieved an accuracy 

of 79.9% compared to Naive bayes and pre-

processing that reached an accuracy of 77.9%. The 

Decision tree that applied SDAE also successful to 

reduce miss classification and increase accuracy in 

confusion matrix evaluation that achieved 82.2% 

whereas the Decision tree without SDAE only 

reached 80.7%. Another hybridization model 

involving SDAE and SVM, evaluated using a 

confusion matrix, reached the best performance over 

the previous hybridization approach. The 

combination between SDAE and SVM could reduce 

miss classification and increase accuracy 

performance by 83.1% and achieve an accuracy of 

81.2% in pre-processing and SVM only.  

The adoption of deep learning algorithm based on 

LSTM as the classification engine in IDS attack 

detection achieved best performance in this study and 

become essential finding, where combining between 

SDAE and LSTM success to achieved high 

performance in 87.08%, while adoption LSTM 

without SDAE achieved in 84.2%.  Moreover, this 

model also achieves effectiveness in reducing miss 

class detection significantly. The tremendous 

achievement to reduce miss class reach in 15% when 

applied without SDAE, while effectiveness in 

reducing miss class classification reach 12% when 

applied SDAE as a dimensional reduction engine 

mechanism. 

The comparison result over the previous state-of-

the-art has been conducted on this study. The 

competitor used several novel methods based on 

statistical and deep learning approaches, for instance, 

the hybridization of statistical models with machine 

learning, the combination between CNN and LSTM, 

LSTM and mutual information, and LSTM and PCA. 

The comparison using accuracy evaluation method is 

shown in Table 3. 

5 Conclusion and future work 

This present study considers enhancing 

dimensional reduction using a variant of auto encoder 

based on SDAE. It is found that this model is useful 

to improve the traditional machine learning work. 

SDAE is also suitable to reduce miss classification in 

popular traditional machine learning such as KNN, 

Naive bayes, Decision tree, and SVM. The best 

combination in our experiment was achieved by 

SDAE and SVM compared over the other models 

such as Decision tree (the second-best achievement), 

Naive bayes, and KNN. 

SDAE was also successful in increasing the 

effectiveness of classification mechanisms in 

machine learning especially in IDS detection even 

when compared to modern machine learning 

approaches such as deep learning based on CNN and 

MLP in binary and multi-class classification methods.  
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(g) (h) 

  

(i) (j) 

Figure. 8 Experiment scenario for multi-class classification 

 

SDAE model aims to enhance dimensional reduction 

representation for IDS detection success to increase 

effectiveness in some traditional and modern 

machine learning. We believed it have impact of 

feature extraction mechanism and stack of 

dimensional data modelling by SDAE. There are 

some challenges in future research, in that SDAE is 

possible to be integrated with modern deep learning 

such as MLP, LSTM, CNN, and GAN to reduce miss 

class prediction and increase the correct value 

prediction. Our model that is developed using 

traditional machine learning is highly possible to be 

improved with an ensemble learning approach. 
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