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Abstract: Demand forecasting is an indispensable key to planning and achieving objectives, as it feeds all the 

processes in the company’s supply chain. Forecasting is a difficult task that requires a lot of analysis using powerful 

complex mathematical equations to build a model capable of predicting customer behavior according to the market 

variability involved. Therefore, the objective of this paper is to build a new hybrid deep learning method named 

(LSTM-GRU) based on sequential learning using long short term memory (LSTM) and gated recurrent units (GRU). 

The proposed method builds automatically the best prediction model by considering various combinations of LSTM 

and GRU hyperparameters using the gridsearch technique. It can predict highly fluctuating demand data while taking 

into consideration the non-linear characteristics of time series. The new method’s performance was compared to 

several deep learning models, namely single layer LSTM, single layer GRU, stacked LSTM, and stacked GRU, using 

real electrical product data from an industrial Moroccan company. The evaluation of the experimental results with 

mean absolute error (MAE) and root mean squared error (RMSE) methods reveal that the predictions produced with 

the new model are the most accurate with the lowest error rates MAE= 237682.56 and RMSE= 366633.28 respectively.  

Keywords: Demand forecasting, Supply chain, Deep learning, Long short term memory, Gated recurrent units, 

Gridsearch technique, Mean absolute error, Mean squared error. 

 

 

1. Introduction 

Demand forecasting is a sensitive task for the 

company as many activities are derived from it. 

According to [1], demand forecasting is the starting 

point for all activities within the supply chain (SCM). 

The supply chain (SCM) encompasses the 

management of a company’s processes from 

planning to distribution, it aims to implement an 

optimal management of their processes in 

maintaining a supply that matches the demand, it is 

considered the first to be affected by the quality of the 

forecasts [2, 3]. Obtaining forecasts is a complicated 

process where each phase must be carried out with 

great care, involving, in particular, the stage of data 

recovery and analysis, the key point for producing 

good forecasts. The overuse of technology combined 

with the Internet of Things (IIoT) and mobile internet 

have produced an excessive number of massive data, 

called big data. Big data is a collection of data defined 

by the five Vs: volume, velocity, variety, veracity, 

and value [4-6]. The study [5] has demonstrated that 

the availability of big data in the supply chain has 

caused a remarkable complexity in the demand 

forecasting operation. In addition, companies have 

moved towards sourcing products from distant 

markets around the world to save production costs [7]. 

This, in turn, has caused an extension of both 

production and product supply lead times. According 

to [8, 9], as the forecasting horizon gets longer, the 

accuracy of demand forecasting also tends to 

decrease. To this end, the quest for a reliable forecast 

of customer demand is one of the most dynamic 

problems in supply chain management [10]. 

Statistical forecasting methods such as moving 

average, exponential smoothing, Box-Jenkins 

methods, etc., have proven unable to analyze and 

capture the characteristics of these new and 
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potentially invaluable data sets to produce good 

forecasts. For this reason, companies can get more 

out of machine learning to overcome the limitations 

of statistical approaches and produce more accurate 

demand forecasts, through its ability to detect and 

learn non-linear relationships in large masses of raw 

data. The electrical manufacturing industry has been 

facing great challenges in recent years: 

manufacturing products that contribute to safety, 

energy efficiency, longer life, as well as connected 

objects, as well as optimizing product prices. The 

response to these challenges requires companies in 

this field to follow the new technology evolution, to 

meet the customer needs. Considering that the 

customer demand is modelled in most of the time in 

the form of sequential data [11], then demand 

forecasting can be considered as a time series 

forecasting problem [11, 12]. A time series is a 

sequence of observed data over time [13]. ANNs are 

among the ML models frequently used for time series 

forecasting [11, 14], this is due to several reasons, 

firstly, ANNs are one of the self-parametric methods 

based on data, which give them the ability to learn 

through experience and capture the existing unknown 

or hard to describe relationships between data [15], 

secondly, ANNs can generalize. After the 

presentation of the data (a sample), ANNs can at the 

existence of noisy information, deduce the future 

behavior of the unobserved part of the population 

from the sample of the past behavior. Finally, ANNs 

are non-linear models, and real-world data are often 

non-linear so ANNs are very appropriate for this 

environment. Recurrent neural networks (RNN) are 

one of the variants of ANNs, they use feedback loops 

to allow signals moving in different directions 

between nodes [16]. RNNs are dedicated to learning 

sequential type data to predict the next most likely 

scenario. Although RNNs can capture time-series 

non-linearity in many areas of the supply chain [17], 

the literature has confirmed that they are unable to 

produce accurate predictions in the case of 

heterogeneous data with a high degree of non-

linearity [18, 19], this is due to their short memory 

and the problem of gradient vanishing, thus leading 

to a learning difficulty [20]. In this sense, the deep 

learning architectures long short term memory 

(LSTM) [21] and gated recurrent units (GRU) [13] 

are designed to overcome these limitations. Research 

in the supply chain domain has strived to have better 

performing customer demand forecasts by integrating 

LSTM [19, 22, 23], and GRU methods [24, 25]. 

To this end, we have proposed in this research 

work a new hybrid deep learning model dedicated to 

the electric products demand forecasting in the 

Moroccan industrial context called (LSTM-GRU), 

we have obtained a state-of-the-art accuracy by 

applying one of the optimization techniques namely 

the gridsearch method. The new model’s 

performance is evaluated on real data presenting the 

sales turnover history of the product that makes the 

largest turnover for the company INGELEC. There 

are many publications on LSTM and GRU 

applications but to our knowledge, none of them have 

been applied in electrical manufacturing companies. 

To confirm the superiority of the proposed hybrid 

model (LSTM-GRU), we compared the forecasting 

results with those of the simple LSTM, simple GRU, 

stacked LSTM, and stacked GRU methods using the 

MAE and RMSE evaluation measures. The main 

contributions of this paper are summarized as 

follows: 

 

1. The actual sales history used in this research, is 

a time series for the last five years of an electrical 

product sold by a Moroccan company. We began by 

presenting it and applying statistical analysis of the 

series characteristics, then we pre-processed the data 

so that they are ready for modelling.  

2. The design process of the proposed model 

(LSTM-GRU) based on the gridsearch method is 

described step by step and the experimental results on 

real data are validated and presented at the end of this 

paper. 

3. The efficiency of the proposed new hybrid 

model (LSTM-GRU) is compared with simple LSTM, 

simple GRU, stacked LSTM, and stacked GRU 

models and the results show the superiority of the 

proposed model in terms of accuracy.  

4. The prediction results obtained are shown to be 

consistent with the expectations of related works 

obtained using the proposed method. 

 

The rest of this work is structured in four sections. 

In the second section, we present a literature review 

of applications of deep learning methods to time 

series forecasting in the industrial domain. In the 

third section, we describe the main characteristics of 

the dataset used in this research and then the 

methodology followed for the elaboration of the new 

hybrid LSTM-GRU model proposed for this 

application. In the fourth section, we present the 

study’s experimental description. In the fifth section, 

we compare the performance of the new LSTM-GRU 

model with simple LSTM, simple GRU, stacked 

LSM, and stacked GRU. Finally, in the sixth section, 

we end with a conclusion and suggestions for future 

work. 
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2. Related work 

In the industrial field of electrical products 

manufacturing, the fluctuation of supply, the wide 

variety of products, and the uncertainty of demand is 

increasing more and more, a correct forecast of 

customer demand can be a challenge in this 

environment.  

Traditionally, demand forecasting has been 

performed by statistical methods including linear 

models such as moving average, weighted average, 

multivariate linear regression model [26]. 

These methods have shown advantages in 

modelling customer demand, however, it is very 

difficult to consider that demand is linear in the 

complex environment of industrial companies. Some 

researchers have suggested that demand is a series of 

time series data, they have applied the linear models: 

moving average, autoregressive moving average, 

ARIMA, and SARIMA for demand forecasting. 

These methods are simple and fast to implement, 

however, the predicted results are unstable which 

confirms that they do not adapt to real demand 

characteristic changes in the industrial world. Then, 

several non-linear methods have been developed to 

make the forecast more compatible with the customer 

demand, such as ARCH (autoregressive conditional 

heteroscedastic), GARCH (general autoregressive 

conditional heteroscedastic) [27]. Nevertheless, each 

of them can only model one nonlinearity, which 

makes the forecasting operation even more complex. 

Recently, ML techniques including support vector 

machines (SVM), artificial neural networks (ANN) 

[28], and Bayesian networks, have been often applied 

to solve the time series prediction problem [11]. 

The systemic literature on the applications of ML 

techniques suggests that during the last three years 

ANNs and their variants are the most used methods 

for demand forecasting in the industrial domain [29], 

[30]. This is due to their universal approximation and 

their ability to capture the nonlinearity of data. 

Recurrent neural networks (RNN) differ from 

traditional ANNs concerning parameter selection. 

RNNs share the same training parameters which red 

their numbers considerably, unlike ANNs which 

select different parameters in each layer [31]. 

However, RNNs still present the problem of 

vanishing gradient.  

The LSTM and GRU methods are two variants of 

deep RNNs that have recently attracted more 

attention in the field of time series forecasting, 

however, there are still a modest number of real 

applications in the industrial field. The LSTM can 

store time dependence information for a long period 

allowing it to forecast long-term time-series data 

accurately. This performance has been confirmed in 

several research works, as explained by the authors in 

[24], deep LSTM was applied in the industry 4.0 

setting on real data with six years’ history of five 

products. The authors compared LSTM results using 

root mean square deviation (RMSE) with statical 

methods SARIMAX and Triple exponential 

smoothing (ETS) and ML methods random forest 

(RF), extreme gradient boosting (XGBoost), and 

single-layer LSTM. The experiment showed that the 

lowest error values were obtained with the ETS, 

XGBoost, LSTM, and MLP models for each product, 

but when measuring the overall score of each model, 

the deep LSTM obtained the best with a value of 

81.9 %. Similarly, for [32], in the oil industry, the 

researchers proposed a deep LSTM architecture 

named by (DLSTM) for time series forecasting of 

two oil fields, the performance of the new model was 

compared with ARIMA, deep gated recurrent unit 

(DGRU), RNN, deep LSTM, nonlinear extension for 

linear arps decline (NEA), and higher-order neural 

network (HONN) models. For the two oil fields cases, 

the results showed that DLSTM can produce the most 

accurate forecasts with the lowest errors RMSE = 

0.209, RMSPE= 2.995 for the first oil field, and 

RMSE= 0.025 and RMSPE= 3.496 in the case of the 

second field. GRU method is a specific deep learning 

model based on LSTM structure, it converges quickly 

and has fewer parameters than LSTM with similar 

accuracy. The applications of GRU in the industrial 

domain are very rare, we can mention, [33] where 

GRU was applied for residential energy demand 

forecasting, in this research, three GRU models were 

built respectively with one hidden layer (GRU - M28), 

two layers (GRU - M2,20) and three hidden layers 

(GRU - M3,15) of ten to thirty nodes by changing the 

training parameters. Using mean absolute percentage 

error (MAPE), the experiment showed that the model 

(GRU - M2,20) parameterized with two hidden layers 

with twenty nodes each, outperformed the one and 

three hidden layer models in producing the forecasts 

with the lowest errors, MAPE= 0.79. In the same 

context, the authors in [34] proposed a method to 

forecast the load of a residential community with the 

GRU model. To analyze the influencing factors on 

the residential load, Lasso regression and partial 

correlation analysis are used. The proposed model 

has been improved with the MISO structure and the 

ADAM algorithm. The experiment showed that GRU 

at different season scales is superior compared to 

traditional LSTM and RNN in terms of convergence 

speed, higher performance with less error MAPE= 

6.37 %.  

One of the trends in the application of DL 

methods in demand forecasting is the development of 
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new hybrid DL models since it is possible to take 

advantage of the strengths of several models to form 

a new and more powerful model; we can cite [13], 

who developed a hybrid energy forecasting model 

named by CNN-GRU, based on sequential learning 

composed of convolutional neural network (CNN) 

and recurrent grid units (GRU). The performance of 

the proposed model (CNN-GRU) was compared with 

several state-of-the-art models namely linear 

regression, decision tree, support vector regression, 

CNN, LSTM and CNN-LSTM. The proposed hybrid 

model (CNN-GRU) had the lowest values of 0.22, 

0.47 and 0.33 for the evaluation metrics MSE, RMSE 

and MAE, respectively, compared to the other 

models. In the same way [22], they combined the 

lightGBM and LSTM models to forecast the demand 

in the supply chain framework. The performance of 

the proposed model was compared with lightGBM 

model and LSTM model. The experiment showed 

that the combined model produces more accurate 

forecasts without wasting much time. 

In general, in the area of electrical manufacturing, 

despite the cited advantages of DL methods, and in 

particular LSTM and GRU methods, their 

applications for demand forecasting in the 

manufacturing industry remain almost nil, raising 

questions about their abilities to handle highly 

nonlinear time series datasets in the real industrial 

world.  

The objective of this paper is multiple, first is an 

experiment of real application of DL methods in the 

industrial field. Second, is the development of a new 

hybrid model that combines both LSTM and GRU 

models named deep LSTM-GRU more powerful. The 

proposed method can automatically configure the 

hyperparameters of the best-performing forecasting 

model on a time series data using the gridsearchCv 

technique. In order to demonstrate the performance 

of the new method, we compared it with the single 

and multi-layer deep learning LSTM models and the 

single and multi-layer GRU model using real data of 

an electrical product of a Moroccan company. The 

results of the experiment confirmed the robustness of 

the new structure in terms of accuracy and 

performance. 

3. Methodology 

3.1 Workflow 

The objective of this study is to develop a hybrid 

model composed of the LSTM and GRU models that 

can compute an accurate forecast of the demand for 

electrical products. The proposed method is primarily 

based on the optimization of hyperparameters using 

the gridsearch technique. We also compare the 

performance of the new model to the simple LSTM, 

simple GRU, stacked LSTM, and stacked GRU 

methods. We exploit recent deep learning methods to 

identify the best-performing time series forecasting 

model.  The methodology followed to build our new 

LSTM-GRU model is illustrated in Fig. 1, which 

describes the steps of construction of the method 

applied in this study. 

3.2 Data description 

3.2.1. Observational data 

In general, the effective management of material 

and product inventories is a crucial aspect of any 

industry. Demand forecasting in the short term helps 

to ensure that supplies run efficiently and to adjust 

production capacities, such as the sizing of 

operational crews and machines. To achieve these 

goals, the company must predict future weekly 

demand based on previous sales. Currently, the 

company in question manually calculates the 

forecasts based on either the sales history or the 

marketing department since it is closer to the 

customer orders. In our application, we use the data 

of a Moroccan company named “Ingelec”, which 

specialized in electrical products manufacturing. We 

use the weekly sales history of the last five years of a 

product that makes the biggest turnover of the 

company.  

Fig. 2 shows the product’s data from 2017 to 2021.  

The time series of the quantity sold includes 224 

weeks in total. Since the analyzed data covers a long 

period, the demand forecasting results produced 

using the new LD model based on this data can be 

powerful so that the company can plan its resources 

effectively. 

3.2.2. Characteristics of Time series 

a. Stationarity study 

Time series are known as stationary or non-

stationary. A time series is called stationary if its 

components did not change their characteristics over 

time. Among the most common components driving 

the non-stationarity of time series are seasonality and 

trend. The graphical representation of the linear 

values, moving averages and standard deviations of 

our time series in Fig. 3 shows that they are constant 

over time. In this case, we can conclude that our time 

series presents no trend or seasonality. 

To prove this result we will apply a stationarity 

test on our time series using the augmented dickey-

fuller (ADF) test [35]. The series is stationary if it  
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Figure. 1 The proposed methodology for demand forecasting using the time series forecasting approach 

 

 
Figure. 2 Graphic presentation of the time series 

 

doesn’t have a unit root and the null hypothesis (H0) 

is rejected. As we can notice in Table 1, the value of 

p is relatively low and lower than the value  
 

Table 1. ADF test results 

 Value 

ADF -4.2112 

P-Value 0.0006 

Critical values 1% -3.4617 

Critical values 5% -2.8753 

Critical values 10% -2.5741 

 

alpha=0.05, therefore, the null hypothesis (H0) is 

rejected, that is to say, the series does not contain a 

unit root, we can deduce in this case that the series is 

weakly stationary. 

b. Data description 

Understanding the characteristics of our time 

series data is an essential step in a machine learning 

project. For this purpose, we used the boxplot 

technique, as this is an efficient way to deal with large 

data that are too difficult to manage, the main 

objective of describing the distribution of numerical 
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Figure.3 Trend plot of the time series 

 

 
Figure. 4 Box plot of quarterly sales 

 

 
Figure. 5 Box plot of yearly sales 

 

data is to visually extract some hidden statistical 

features by displaying the quartiles and means of the 

data.  

Figs. 4 and 5 show that our time series data 

contain values that fall above the maximum 

interquartile range values, called outliers. An outlier  

 

 
Figure. 6 LSTM block, where ft, it, ot are forget, input, 

and output gates respectively 

 

is an observation that contrasts greatly with other 

measured observations of the same phenomenon. The 

presence of these outliers in our time series is due to 

the variability of demand in the market for this type 

of product. For this reason, we will keep them in our 

study even if they make the forecasting operation 

more complex. 

3.3 Reference models 

3.3.1. LSTM 

The LSTM model is a variant of the RNN, 

developed by Horchreiter and al [36] in 1997, to solve 

the leakage gradient problem in the case where long-

term context-dependency storage is required [37]. 

The key structure of the LSTM is a memory cell 

designed throughout the chain to consider the entire 

data sequences, and each time, depending on the need, 

it can either add or remove the incoming information 

by opening or closing the data stream as shown in Fig. 

6. 

The LSTM structure is regulated by three gates 

which are the means for determining the information 

to keep, eliminate and output each cell, these are the 
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forget, update and output gates.  

If (Xt) is an input at time t, and (St-1) is the hidden 

state of the previous time introduced in the LSTM 

block, the state (St) at time t will be calculated in the 

following way:  

 

- The first step starts with the forgetting gate which 

decides which information should be discarded 

from the cell according to the following equation:   

 

     𝑓𝑡 = 𝜎{𝑊𝑓 . (𝑥𝑡 , ℎ𝑡−1) + 𝑏𝑓}                (1) 

 

- The second step is to determine the information to 

be stored in the cell state through two steps: First, 

the input gate layer (it) updates the incoming values, 

according to the following equation: 

 

              𝑖𝑡 = 𝜎{𝑊𝑖. (𝑥𝑡, ℎ𝑡−1) + 𝑏𝑖}               (2) 

 

Secondly, the tanh layer creates a vector of values 

named C, described as follows: 

 

                𝐶̃𝑡 = 𝑡𝑎𝑛ℎ{𝑊𝐶 . (𝑥𝑡 , ℎ𝑡−1) + 𝑏𝐶}           (3) 

 

- Then, the update of the previous cell state Ct-1 must 

be established, to produce the new cell state Ct 

according to the following equation: 

 

        𝐶𝑡 = 𝑓𝑡 ⊗𝐶𝑡−1 + 𝑖𝑡 ⊗𝐶𝑡̃                (4) 

 

- And then at the end, the output gate (σt) decides 

which piece of the cell state is going to be produced 

for the output, then for the output values to be 

filtered between -1 and 1, the cell state must be 

subjected to a tanh layer as follows: 

      

        𝑜𝑡 = 𝜎{𝑊𝑜. (𝑥𝑡 , ℎ𝑡−1) + 𝑏𝑜}                 (5) 

 

                       ℎ𝑡 = 𝑜𝑡 ⊗ tanh⁡(𝐶𝑡−1)                 (6) 

3.3.2. GRU 

GRU is another variant of RNN, which was 

proposed by Cho et al [38]. GRU is based on the 

LSTM method but its internal structure is simpler due 

to the absence of a memory cell [38], which allows 

GRU to have faster learning than LSTM with less 

computational power. Contrary to the LSTM, the 

GRU contains two gates. The reset gate R defines 

how to combine the new input with the information 

from the previous memory, and then decide which 

ones to forget. This gate is calculated according to the 

following equation: 

 

           𝑅 = 𝑠𝑖𝑔(𝑊𝑅𝑐𝑡−1 + 𝑉𝑅𝑥𝑡)                  (7) 

Figure. 7 Structure of GRU cell 

 

Table 2. Data description 

 Quantity 

count 220.0000 

mean 418353.8409 

std 562274.9240 

min 0.0000 

25% 37661.0000 

50% 148115.5000 

75% 578090.2500 

max 2325298.0000 

Missing Values 0 

 

The update gate Z defines the amount of previous 

memory information to keep, update and then move 

to the next state [39], as shown in Fig. 7. 

This door is calculated as follows: 

 

           𝑍 = 𝑠𝑖𝑔(𝑊𝑧𝑐𝑡−1 + 𝑉𝑍𝑥𝑡)                   (8) 

 

Then, based on the new input and the cache state 

of the past, a new element M is calculated according 

to the equation: 

 

        𝑀 = tanh⁡(𝑊𝑀(𝐶𝑡−1 ∗ 𝑅) + 𝑉𝑀𝑥𝑡)        (9) 

 

At the end, the hidden state is generated from the 

past hidden input and the new memory generated 

according to the following equation:  

 

               𝐶𝑡 = (𝐶𝑡−1) ∗ (1 − 𝑍) + 𝑍 ∗ 𝑀       (10) 

 

Where W are the weight matrices, V are the 

parameter vectors, xt is the input, Ct is the current 

output and Ct-1 is the previous output. 

4. Experiment 

4.1 Data preprocessing 

4.1.1. Data normalisation 

The data used for this research contains no 

missing values. We did not use any noise reduction 
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or smoothing techniques on the data to keep the 

characteristics of the real industrial world data. In 

addition, we kept the existing outliers in our series as 

important data which increases the prediction 

complexity for the model to be built. See Table 2. 

To facilitate the learning of the network, the 

formatting of the data values in a common small 

value scale is crucial in an ML project. For this reason, 

we used the MinMaxScaler method of Scikit-learn to 

perform this operation [40]. 

Let a time series of length N be represented as 

{(S(ti), i= 1, 2..., N}, 

The equation of the Min-Max Normalization is 

the following: 

 

             𝑠(𝑡𝑖) =
𝑠(𝑡𝑖)−min⁡(𝑠)

max(𝑠)−min⁡(𝑠)
                    (11) 

 

Where 𝑠(𝑡𝑖)⁡represents the normalized value, S 

the observed values in the set and Min and max are 

the minimum and maximum values of x. 

4.1.2. Transforming the problem into a supervised 

learning problem 

For a supervised learning project, the dataset must 

have two essential elements, namely the features x 

and the target variable(s) y. Therefore, we need to 

reshape the time series data into a set of input 

instances and an output. The generation of the 

instances is done according to the previously defined 

offset size. This task is necessary to use deep learning 

methods. We have tested several lag values and have 

found 9 as the lag value giving the best performance 

of the proposed models. 

4.1.3. Splitting instances into train and test sets  

In this step, we divide the data into two 

independent parts, the training set presents 80 % and 

the test set 20 %. The training set is considered as the 

part on which the model learns. The test set is then 

used to evaluate the performance of the prediction 

results produced by the built model. 

4.2 LSTM-GRU model framework and 

parameters selection 

4.2.1. Model training parameters regularisation 

In the field of machine learning, hyperparameter 

tuning is the most crucial step in the development of 

an ML model. A hyperparameter is a value that 

controls the learning process of a given algorithm. 

Hyperparameters differ from one algorithm to 

another. Hyperparameter optimization consists of  

 

Table 3. Values specified for each hyperparameter 

Hyperparameter Values 

Epochs [50, 100, 200, 500] 

Dropout_rate [0.3, 0.5] 

Batch_size [5, 10, 30, 50] 

First_layer [32, 64, 128] 

Second_layer [32, 64, 128] 

Learning rate [0.01, 0.001, 0.0001] 

Activation Function ['tanh', 'relu'] 

 

using an optimization function (hyperparameter 

optimization) that can search for the combination of 

hyperparameter values that allow the model to 

achieve the highest score [41]. In this work, we use 

the gridsearch technique to configure the new 

proposed model (LSTM-GRU) that we will apply 

later to predict the demand. This method allows to 

automatically define the best parameterization of the 

model, based on a series of values of each 

hyperparameter defined before. 

In this paper, we will try to optimize the following 

hyperparameters for the LSTM-GRU model: 

 

- Epoch size: presents the number of learning 

iterations to be performed on the data set [42]. It is 

crucial to choose the epoch size carefully to have a 

performing model, because if it is too small, the 

model may suffer from the problem of under 

learning (i.e., underfitting), otherwise, if the 

number of epoch sizes is too large, the model will 

be overlearned.  

- Batch size: represents the number of training 

examples that are shown to the algorithm in an 

epoch before the calculation of weights and 

parameters of the model.  

- Number of neurons: this is a very important 

hyperparameter to specify, but it is very difficult to 

specify the optimal number of neurons for each 

layer. It is important to know that if the number of 

neurons is very low the model will be unable to 

keep all the important information necessary to 

make an accurate forecast. On the other hand, if the 

number of neurons is very high, the model may 

adapt too well to the training data which may cause 

a false generalization of the predictions. 

- Optimizer: is an algorithm that allows you to link 

the loss function to the parameters during the model 

training process by modifying the weights, to 

indicate at the end the weights that allow your 

model to be as accurate as possible.  

- Activation function: is a mathematical function that 

is applied to a signal. Its role is to allow or forbid 

the passage of information according to a 

predefined stimulation threshold.  
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- Learning rate: is a very important hyperparameter 

to obtain a high-performance model. It allows the 

adjustment of the magnitude of the modification of 

the model weights.  

- Dropout rate: The application of the dropout-rate 

favors the independent extraction of the most 

general features. It consists in randomly 

deactivating the neurons of the same layer, i.e. 

setting the output value of the activation function to 

0.  

 

The list of search hyperparameter values is shown 

in Table 3. 

4.2.2. Training model 

According to the literature, there is no superior 

model in all cases of time series forecasting. The 

performance depends on the nature of the data, the 

domain of application, and the desired horizon for the 

forecast. For this reason, to justify the superiority of 

the new LSTM-GRU model parameterized with the 

gridsearch method, we compare the forecasts 

produced by the new model with those of four deep 

learning models namely simple LSTM, stacked 

LSTM, simple GRU, stacked GRU configured with 

the same gridsearch method. Following the training 

of the models, the best model was the hybrid LSTM-

GRU model whom values of the hyperparameters 

specified by the gridsearch method are presented in 

Table 4. While those of the other comparison models 

are described in Table 5. 

4.2.3. Model evaluation metrics 

The observed and predicted data are continuous 

values, for this reason, we choose the mean absolute 

error (MAE) and the root mean square error (RMSE) 

to measure the differences between the predicted and 

observed demands.  

(MAE) is defined according to the following 

equation: 

 

         𝑀𝐴𝐸 =⁡
1

𝑛
⁡∑

|𝑦𝑡̂⁡⁡⁡−⁡⁡⁡𝑦𝑡|

|𝑦𝑡̂|⁡+⁡|𝑦𝑡|

2

𝑛
𝑡=1                    (12) 

 
Table 4. The hyperparameters for the best resulted 

LSTM-GRU model 

Hyperparameters Values 

Batch size 2 

Epochs 100 

Dropout rate 0.3 

Number_neurons 64 

Activation_fonction relu 

Learning_rate 0.01 

Second_neurones 32 

Table 5. The hyperparameters values for the obtained 

resulted 

Algorithm  The best parameters 

Simple LSTM batch_size= 5 

Epochs= 150 

Dropout_rate= 0.3 

Neurones= 64 

Learning_rate= 0.01 

Activation= tanh 

Optimizer = adam 

Stacked LSTM batch_size= 5 

Epochs= 200 

dropout_rate= 0.3 

Neurones= 64 

Second_neurones= 64 

lr= 0.01 

Activation= relu 

Simple GRU Batch_size= 5 

Epochs= 100 

Dropout_rate= 0.3 

Neurones= 128 

lr= 0.01 

Activation= relu 

Stacked GRU batch_size= 5 

Epochs= 100 

Dropout_rate= 0.3 

Neurones=64 

Second_neurones= 64 

lr=0.01 

Activation= relu 

 

(RMSE) is represented by: 

 

            𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (⁡𝑦𝑡 −⁡𝑦𝑡̂)

2𝑛
𝑡=1 ⁡         (13) 

5. Results and discussion 

In this section, we discuss the performance 

comparison between the new model (LSTM-GRU) 

proposed in this study and the other models 

developed in this study, namely simple LSTM, 

simple GRU, stacked LSTM, and stacked GRU. 

Knowing that we used the gridsearch method to 

search for the most optimal hyperparameters values 

automatically with which the applied models can 

perform better. The optimized values for the new 

proposed model and the comparison models are 

presented in the previous section in Table 4 and 5 

respectively.  

This section will be organized as follows: At first, 

we present the performance measurement results of 

the developed models on the training and test sets of 

our time series. However, our analysis of the results 

will focus on just the test set. In particular, we 

compare the accuracy of the proposed LSTM-GRU 

model against the comparison models by presenting 
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the actual and projected weekly data produced by 

each model. Finally, we show that the results 

obtained in this study are consistent with related work 

in this research.  

5.1 Evaluation models 

The measurements of the errors made by each 

model during the forecast calculations are presented 

in Table 6. Comparing the error values measured by 

RMSE and MAE, it is clear that, the proposed new 

model LSTM-GRU is the best performing as it 

produces the lowest error values in the test, RMSE= 

366633.28 and MAE= 237682.56, followed by the 

stacked GRU model with RMSE= 378104.7181 and 

MAE= 244985.8637. The simple GRU and stacked 

LSTM models produced forecasts with the same 

performance, due to the errors that are very close. In 

the end, we find that the least performing model is 

simple LSTM by committing the largest number of 

errors. 

5.2 Comparative analysis  

To further demonstrate the computational 

efficiency of forecasts by our proposed hybrid 

LSTM-GRU model, we plot the actual and projected 

demand forecasts by our new model and stacked 

GRU which is the second-best performing technique 

among all other methods in terms of RMSE and MAE. 

See Fig. 8. 

We can notice that the newly developed LSTM-

GRU and the stacked GRU model have the ability to 

predict peaks and zero values of demand, but the 

LSTM-GRU model is the most accurate since it can 

track more the variation of demand. 

We can conclude in the framework of our study, 

that our proposed model LSTM-GRU which 

 

 
Figure. 8 Actual data vs prediction using stacked GRU 

and LSTM-GRU 

Table 6. MAE and RMSE for all methods 

Method Train test 

MAE RMSE MAE RMSE 

Simple 

LSTM 

93908.39 164512

.97 

273472

.03 

410163

.28 

Simple 

GRU 

143986.0

1 

229463

.22 

263158

.04 

389118

.28 

Stacked 

LSTM 

154067.8

7 

250294

.49 

262748

.03 

391668

.18 

Stacked 

GRU 

162577.5

5 

266106

.52 

244985

.86 

378104

.72 

Our 

Method 

198977.7

9 

295721

.83 

237682

.56 

366633

.28 

 

 
combines the two models of DL, LSTM and GRU is 

more powerful than the model LSTM and GRU. 

This result is consistent with other recent works 

that confirm the power of hybrid models over simple 

DL models for time series forecasting in the industrial 

domain, such as [13] which developed the hybrid 

CNN-GRU model based on convolutional neural 

network (CNN) and recurrent grid units (GRU) for 

short-term residential energy forecasting. The 

authors confirmed that the hybrid model has the 

ability to produce more accurate forecasts compared 

to the CNN model and GRU model. Similarly, [22] 

who combined the lightGBM and LSTM models to 

forecast demand in the supply chain framework. And 

they confirmed that the forecasting performance 

produced by the hybrid model far exceeds the 

lightGBM and LSTM models.  

6. Contribution 

This work presents the first experience of DL 

methods in the context of the industrial supply chain 

of a Moroccan company specialized in electrical 

products manufacturing. The objective was to 

improve the weekly forecasting accuracy of a product 

that makes the big turnover for the given company by 

developing a hybrid DL model called LSTM-GRU 

configured automatically using the gridsearch 

method. The data used in this research are the real 

sales history of this product characterized by the 

presence of zero values and outliers. We didn’t apply 

any smoothing or noise reduction method to keep the 

characteristics of the real industrial world data. In 

addition, we kept all the outliers and null values 

existing in our series, as important data which 

increases the prediction complexity for the model to 

be built. The new LSTM-GRU model has been 

shown to produce more accurate forecasts than the 

DL models: Simple LSTM, Simple GRU, stacked 

LSTM, and stacked GRU.  
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7. Conclusion 

The objective of this work was to build a hybrid 

LSTM-GRU model capable of producing the best 

possible weekly forecasts for a Moroccan industrial 

company, using real data from the sales history of a 

product with the highest turnover. We used the grid 

search method to select the best hyperparameter 

combinations of the model to more appropriately 

capture the characteristics of the time series.  

To demonstrate the superiority of the constructed 

model, we applied the gridsearch method on the 

models used for comparison in this study, namely 

simple LSTM, simple GRU, stacked LSTM, and 

stacked GRU. We used the MAE and RMSE error 

calculation indices to evaluate the performance of 

each model. The results show that the newly 

developed model has the lowest error measures: 

MAE = 237682.56 and RMSE= 366633.28, 

compared to the other applied models. This proves 

that the hybrid model composed of LSTM and GRU 

can produce more accurate and efficient predictions 

than the simple model. In our future work, we can 

apply the constructed model for demand forecasting 

in another SCM domain. We can also improve the 

accuracy of the proposed model by further improving 

the model’s hyperparameters. 
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