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Abstract: An intrusion detection system monitors the networks and identifies the malware or suspicious activity in the network. Machine learning techniques were applied in the Intrusion detection system to improve its efficiency in the identifications. Imbalance data problem in intrusion detection affects the performance of identification and deep learning methods have overfitting problems. The autoencoder – support vector machine – grasshopper optimization (AE-SVM-GO) model is proposed to overcome the limitation of the overfitting problem in intrusion detection. The hybrid technique of AE-SVM-GO is applied to solve imbalance data problem and overfitting problem in intrusion detection. The autoencoder model is applied to generate the instances of minority classes to balance the dataset. The Grasshopper optimization performance hyper-parameter optimization in the SVM model to learn the features to adaptively set the parameter in classification. Four datasets such as UNSW-NB15, CICIDS2017, NSL-KDD, and Kyoto 2006+ dataset were used to test the proposed AE-SVM-GO model. The proposed AE-SVM-GO model has 95.3% accuracy, whereas the existing convolutional recurrent neural network (CRNN) and SVM-naïve bayes model has 76.82%, and 93.75% accuracy respectively.
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1. Introduction

A network intrusion detection system is a security method to detect and prevent threat attacks in the network that is facing more challenges. Feature detection based intrusion detection systems were used in the traditional system and this is limited by the refresh rate and scale of a database of predefined signatures. New attack variants were not detected in signature-based intrusion detection systems and detect the known types of attack [1]. Some prevalent security attacks like distributed denial of service (DDoS) causes significant damage to companies. Attack type can be identified based on characteristics extract from the security attacks to prevent the attack in the network. An effective and fast security identification system is required in the network to secure the network [2]. Networks of wireless sensor networks (WSN) and internet of things (IoT) requires data security and need to secure the infrastructure from intrusions. These applications require a high level of security to ensure security and privacy in the network. Simply, an intrusion detection system detects intrusions and abnormal behaviours in the network [3]. There are two types of attacks on the network such as attacks from outside and authorized users seeking greater privileges [4, 5].

Classification based machine learning techniques is growing interest due to their capacity to learn features of malicious behaviours and reduce the number of false alarms. Deep neural networks (DNN) receives increasing attention in a wide range of applications to automatically represents data features and learn hierarchical effectively [6]. Advanced methods such as conventional machine learning systems to handle the detection of small attacks over time. DNN non-linear activation layers facilitate the discovery of effective patterns and maintain effectiveness in drifting conditions [7, 8]. Misuse
detection has poor detection performance in new attacks and anomaly detection have effective performance in detecting unknown attacks that false alarm rate is high [9, 10]. The objectives and contributions of the research is discussed as follows:

1. Autoencoder model is applied to generate minority classes in the dataset to balance the dataset. Autoencoder model generate minority class data instances in the dataset and applied for the classification.
2. Grasshopper optimization technique is applied to optimize the hyper-parameter of the SVM model. The hyper parameter optimization is applied in SVM to increases the learning rate of the classifier.
3. The AE-GO-SVM model has higher efficiency than existing method in intrusion detection technique. The AE-GO-SVM model provides optimal parameter and solves imbalance data problem.

This research paper is organized as follows: The recent research in intrusion detection systems was reviewed in section 2 and AE-SVM-GO was explained in section 3. The simulation setup of AE-SVM-GO is presented in section 4. The result of the proposed AE-SVM-GO is given in section 4, and the conclusion of this research paper is given in section 6.

2. Literature review

Intrusion detection is an important part of network security that involves applying machine learning techniques to identify an abnormality in the network. The recent research in intrusion detection was reviewed in this section.

Gu [11] proposed Naïve Bayes feature embedding and SVM for intrusion detection. Naïve Bayes feature transformation involves generating new high-quality data from original features. Transformed features were used to train SVM for classification. The UNSW-NB15, CICIDS2017, and NSL-KDD datasets were used to test the SVM-Naïve Bayes in the intrusion detection model. The SVM-Naïve Bayes model provides higher performance on multiple datasets and effective performance on identifying the attacks. The model has lower efficiency in handling imbalance datasets and the learning rate of the model is low.

Jiang [12] proposed a hybrid method of one side selection (OSS) and deep hierarchical network to reduce noise samples in major class. The synthetic minority oversampling technique (SMOTE) method was applied to increase the minority class samples and increase the features learning for minority classes. The OSS model established the balanced dataset to improve the learning performance and reduce computational time. The spatial features were extracted by the CNN model and temporal features are extracted by the bidirectional long short term memory (Bi-LSTM) model. The UNSW-NB15 and NSL-KDD datasets were used to evaluate the efficiency of OSS with the deep hierarchical network. The CNN-BiLSTM model creates overfitting in the classification and the model has a limitation of imbalance data problem.

Khan [13] proposed a convolutional recurrent neural network (CRNN) model for the identification of malicious cyberattacks in the network. The local features were captured using convolution in the CNN model and temporal features were captured using the recurrent neural network (RNN) model in the proposed model. The CRNN model combines the benefits of both anomalies based and signature-based intrusion detection models. The CRNN model was evaluated using the CSE-CIC-DS2018 dataset in intrusion detection model and this shows higher efficiency in classification. The spatial and temporal dependencies are captured to solve the problem of exploding and vanishing gradient problems. The CRNN model overcomes the vanishing gradient problem and has limitations in the imbalance data problem.

Andresini [14] combines autoencoders and triplet networks for intrusion detection based on deep metric learning methods. Two separate autoencoders were developed for network attacks and flow in the training stage. Triplet network was trained to learn feature vector embedding to represent network flow. Each flow embedding move was close to reconstruction and autoencoder was restored with the opposite class. Each new flow of predictive stage is related to the class associated with autoencoder for flow reconstruction in the embedding stage. The autoencoder and triplet network have higher efficiency in intrusion detection than existing methods. The overfitting problem in the autoencoder and triplet networks affects the efficiency. The autoencoder and triplet method have a limitation of data imbalance problem in classification.

Choras´ and Pawlwicki, [15] applied artificial neural network (ANN) with hyperparameter optimization for the intrusion detection system. The ANN model was tested with CICIDS2017 and NSL-KDD datasets in intrusion detection. The backpropagation was used to improve the learning performance of the ANN model. The tanh, ReLU,
3. Proposed method

Input dataset of network intrusion is applied for min-max normalization and normalization is performed to reduce the difference in input data. Autoencoder is applied to generate the minority class instances that helps to overcome imbalance data. The balanced dataset is applied for training the SVM and hyperparameter of SVM is optimized using Grasshopper optimization method. The GO-SVM and autoencoder model for intrusion detection are shown in Fig. 1.

3.1 Normalization

The normalization method reduces the differences in the input features based on the minimum and maximum values. The classifier model can effectively learn the features due to the less difference in the input data. The min-max normalization formula is given in Eq. (1).

\[
x = \frac{x-x_{\min}}{x_{\max}-x_{\min}}
\]  

(1)

The \(x_N\) is normalized data, \(x\) is the input value, \(x_{\min}\) is the minimum value in the feature, and \(x_{\max}\) is the maximum value in the feature.

3.2 Autoencoder

Stacked autoencoder (SAE) extract high-level features and based on high-level features, the softmax layer performs classification. SAE consists of multi-layer Auto Encoders. Auto Encoder is a deep learning method to measure high-level features to reconstruct input [16–18].

The input layer of the original information is encoded to measure high-level features of the middle layer and the decoding method reconstructs input information. Reconstruction error is minimized by training weights in the network. The \(x\) denotes the input data and the hidden layer is measured in Eq. (2).

\[
y_i = f(W_1^T x_i + b_1)
\]

(2)

Where activation function is denoted as \(f = \tanh(\cdot)\).

Eq. (3) denotes the decoding of output \(z\).

\[
z_i = W_2^T y_i + b_2 \approx x_i
\]

(3)

Eq. (4) denotes the objective train of autoencoder.

\[
J(X, Z) = \frac{1}{2} \sum_{i=1}^{M} \| x_i - z_i \|^2
\]

(4)

The SAE model is considered a multi-layer autoencoder and SAE is trained based on a layer greedy algorithm. Specifically, the upper layer of the hidden layer vector is used as the input vector of Autoencoder next layer that is pre-training. Network weights of pre-train are connected and fine-tune is applied to obtain the final network weight. SAE represent original features and measure high-level representation.

3.3 Grasshopper optimization – support vector machine

The optimal hyperplane is identified by the SVM model [19, 20] for better generalization of the dataset. This allows a model to predict a new sample for its label and training data set is denoted as \(S = \{(x_1, y_1), ..., (x_n, y_n)\}\), where \(y\{+1, -1\}\) and \(x_i \in \mathbb{R}^n\).

The transferred input vector is denoted as \(x_i\) and target value is denoted as \(y_i\). Multi-class SVM model
contains the values of class. SVM model develops optimal hyper-plane \( H \) from inputs to classify into various classes and Eq. (5) denotes the hyper-plane \( H \).

\[
x_i \in \mathbb{R}^n: (\bar{w}, \bar{x}) + b = 0, \quad \bar{w} \in \mathbb{R}^n, \ b \in \mathbb{R}
\]  

Hyper-plane is developed to gives separation of maximum distance between samples of training using Eq. (6).

\[
f(\bar{x}) = \text{sign}(\bar{w}, \bar{x}) + b
\]  

SVM of multi-class learning solve it as a binary classification problem and consider it as multiple binary problems. Two linearly separable data are considered for attack traffic detection. Inequality is used to combine optimal hyper-plane is given as in Eq. (7).

\[
y_i((\bar{w}, \bar{x}) + b) \geq 1, \ s.t. \ i = 1, ..., n
\]  

Eq. (8) denotes the optimization problem.

\[
y_i = \text{minimization} \frac{1}{2} (w^T, w)
\]  

s. t \( y_i(w.x + b) \geq 1 \)

Eq. (9) formulate the optimization problem for non-separable case.

\[
y_i = \text{minimization} \frac{1}{2} (w^T, w) + C \sum_{i=1}^{n} \xi_i
\]  

s. t. \( y_i(w.x + b) + \xi_i \geq 1; \ \xi_i \geq 0 \)

Where the slack variable is denoted as \( \xi \) that helps to select hyper-plane with cost value \( C \) and less error is the regularization parameter. User empirical investigation is used to obtain optimal \( C \) value and Smaller-margin is obtained by a large cost value and this turns it into an overfitting situation.

Mutation probability, cross-over probability, number of iteration, population size, \( \alpha \), and cost value \( C \) were parameters used for optimization.

3.3.1. Grasshopper optimization

The grasshoppers optimization algorithm (GOA) method mimics the swarming behaviour of grasshoppers in nature. The possible solution of the optimization problem denotes the grasshopper's position in GOA. Eq. (10) denotes the \( i \)th grasshopper position \( X_i \).

\[
X_i = S_i + G_i + A_i
\]  

Where wind advection is denoted as \( A_i \), the \( i \)th grasshopper gravity force is denoted as \( G_i \), and the social interaction is denoted as \( S_i \).

Three main components are simulated such as wind advection, gravitational impact, and social interaction. Grasshopper movement of fully simulate components and main components are generated from grasshoppers in social interaction, as given in Eq. (11).

\[
S_i = \sum_{j=1}^{N} s(d_{ij})\hat{d}_{ij}
\]  

Where \( s \) denotes the social forces strength, \( d_{ij} \) are a distance of two grasshoppers, as in Eq. (11) and a unit vector is \( \hat{d}_{ij} = \frac{x_i - x_j}{d_{ij}} \).

Social forces are defined in function \( s \), as calculated in Eq. (12).

\[
s(r) = f e^{-r} - e^{-r}
\]  

Where \( l \) is the attractive length scale and \( f \) is attraction intensity.

Repulsion forces are present in the interval of \([0, 2.079] \). There is no attraction and repulsion, if the distance is equal to 2.079 that is considered as a comfort area. Attraction force increases from 2.079 to nearly 4 and this decreases gradually. The different social behaviours change parameters \( l \) and \( f \).

Grasshoppers' interactions related to comfort areas are applied in the model.

Grasshoppers with large distances were not applied with strong forces despite function \( s \) merits. The grasshopper is normalized to \([1, 4] \) and mapped to resolve this issue.

Eq. (13) measures \( G \) component.

\[
G_i = -g\hat{e}_g
\]  

Where unity vector toward the centre is denoted as \( \hat{e}_g \) and gravitational constant is denoted as \( g \).

Eq. (14) denotes \( A \) component.

\[
A_i = u\hat{e}_w
\]  

Where wind direction of unity vector is \( \hat{e}_w \) and a constant drift is \( u \).

Eq. (15) is developed for grasshoppers with components.

\[
X_i = \sum_{j=1}^{N} s(|x_j - x_i|)\frac{x_j - x_i}{d_{ij}} - g\hat{e}_g + u\hat{e}_w
\]
Where the number of grasshoppers is \( N \) and \( s(r) = e^{-r} - e^{-r_i} \).

A stochastic method is applied to perform exploration and exploitation to solve optimization problems to measure the global optimum of an accurate approximation. Special parameters of the mathematical model are applied in various stages of optimization in exploration and exploitation. A mathematical model is given in Eq. (16).

\[
X^d_i = c\left(\sum_{j=1}^{N} c \left(\frac{ub_d - lb_d}{2}\right) s\left(\left|x^d_j - x^d_i\right|\right) \frac{x^d_j - x^d_i}{d_{ij}}\right) + \bar{T}_d
\]

Where attraction area, repulsion area, and comfort area shrinks to decrease coefficient \( c \), the target value of \( d \)th dimension is denoted as \( \bar{T}_d \). \( s(r) = e^{-r} - e^{-r_i} \) lower bound in \( d \)th dimension is \( lb_d \), and the upper bound is \( ub_d \). Eq. (15) \( S \) component is almost similar to \( S \). Gravity is not considered and wind direction is toward a target (\( \bar{T}_d \)).

As iteration counter increases, the search coverage around target reduces outer \( c \), the number of iterations is proportional to attraction/repulsion forces of grasshoppers in inner \( c \) contributes.

Increases exploitation and reduced exploration is carried out with parameter \( c \) related to the number of iterations, as shown in Eq. (17).

\[
c = c_{max} - \frac{l(c_{max} - c_{min})}{L}
\]

Where \( L \) is total iteration, \( l \) is current iteration, \( c_{min} \) is minimum value and maximum value is denoted as \( c_{max} \). The \( c_{max} \) and \( c_{min} \) are applied as 1 and 0.00001, respectively.

4. Simulation setup

Intrusion detection dataset details and parameter settings of GO-SVM with autoencoder model are given in this section.

Datasets: The dataset description is given as follows:

**UNSW-NB15 dataset** [11]: Labeling features of 47 features are characterized in each record. The real-world traffic network packets have 47 features and network access of labelling features as normal or abnormal. The five groups are categorized in 47 features: additional generated features, time features, content features, basic features, and flow features.

**CICIDS2017** [11]: The dataset of normal or attacks are captured from Monday, July 3, 2017, to Friday, July 7, 2017 of total of 5 days. The 80 network flow features of each records extracted from CICFlowMeter tool of generated network traffic.

**NSL-KDD** [11]: NSL-KDD dataset is derived from the KDD 99 dataset by eliminating redundant and duplicated records, which is more reasonable in both data size and data structure. The 42 of features, 118191 number of attacks, 67343 number of normal data instances, and 125973 number of sample data.

**Kyoto 2006+ dataset** [11]: The 24 number of features, 118191 number of attacks, 113120 number of normal data instances, 231311 number of sample sizes.

Parameter settings: In autoencoder parameter settings are adam optimizer is used, 64 batch size, 20 epochs, 3 hidden layers, and relu activation function were used. In SVM, the GO method selects \( C \) as 90.1, and 0.08 \( \alpha \) for classification.

System information: Intel i9 processor system with 128 GB RAM, 22 GB GPU and Windows 10 64-bit OS. The GO-SVM and existing methods were evaluated on the same dataset and same environment.

5. Results

The autoencoder model is applied to generate instances of minority classes to balance the dataset. The grasshopper optimization is applied for hyper-parameter optimization of SVM to performance attack classification in the network. The accuracy, detection rate (DR), and False alarm rate (FAR) were used to evaluate the AE-SVM-GO technique.

The quantitative analysis of the AE-SVM-GO model on intrusion detection is given in Table 1 and Fig. 2. The AE-SVM-GO model has the advantage of effectively handling the imbalance dataset and also provide optimal parameter settings for classification. The AE-SVM-GO model has higher DR and accuracy in intrusion detection systems. The SVM suffers from imbalance dataset and the AE-SVM model overcomes the imbalance problem. Still, parameter learning of the model is poor that affects the performance. The SVM-GO method increases the parameter learning in the SVM model and suffers from imbalance data problems. The AE-SVM-GO model has an accuracy of 98.3 %, the SVM-GO model has 90.1 %, AE-SVM has 86.3 %, and SVM has 82.3 % accuracy.
Figure 2 AE-SVM-GO quantitative analysis on intrusion detection

Table 2. SVM hyper-parameter optimization in classification

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>DR (%)</th>
<th>FAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>86.3</td>
<td>87.1</td>
<td>8.7</td>
</tr>
<tr>
<td>SVM-GA</td>
<td>90.4</td>
<td>90.7</td>
<td>7.5</td>
</tr>
<tr>
<td>SVM-PSO</td>
<td>91.5</td>
<td>92.1</td>
<td>6.5</td>
</tr>
<tr>
<td>SVM-GWO</td>
<td>93.1</td>
<td>96.2</td>
<td>5.8</td>
</tr>
<tr>
<td>SVM-FF</td>
<td>96.2</td>
<td>95.4</td>
<td>4.2</td>
</tr>
<tr>
<td>AE-SVM-GO</td>
<td>98.3</td>
<td>98.1</td>
<td>2.71</td>
</tr>
</tbody>
</table>

Figure 3. Hyper-parameter optimization of SVM in intrusion detection

Optimization methods such as grasshopper, particle swarm optimization (PSO), Firefly (FF), grey wolf optimization (GWO), and genetic algorithm (GA) were used for parameter optimization of AE-SVM, as given in Table 2 and Fig. 3. The Grasshopper model provides good convergence and escapes from local optima that improve the efficiency. The existing methods have limitations of easily being trapped into local optima and lower convergence in hyper-parameter optimization. The AE-SVM-GO has 98.3 % accuracy, FF has 96.2 %, GWO has 93.1 %, PSO has 91.5 %, GA has 90.4 %, and SVM has 86.3 % accuracy.

Standard classifiers such as random forest, long short term memory (LSTM), K-Nearest neighbors (KNN), Bi-LSTM and SVM were tested with grasshopper hyper-parameter optimization in intrusion detection, as given in Table 3 and Fig. 4. The SVM classifiers have higher efficiency due to improvement in learning performance and efficiency in handling many features. LSTM and RF models are suffers from the overfitting problem and hyper-parameter optimization improves its performance. The grasshopper model improves the KNN model and the KNN model has a limitation of outlier sensitivity. The RF has 92.4 %, KNN has 93.2 %, LSTM has 97.3 %, Bi-LSTM has 98.2 % and SVM has 98.3 % accuracy with hyper-parameter optimization in intrusion detection.
Table 3. Classifiers comparison with hyper-parameter optimization

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>DR (%)</th>
<th>FAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF-GO</td>
<td>92.4</td>
<td>92.5</td>
<td>5.1</td>
</tr>
<tr>
<td>KNN-GO</td>
<td>93.2</td>
<td>93.4</td>
<td>4.5</td>
</tr>
<tr>
<td>LSTM-GO</td>
<td>97.3</td>
<td>97.8</td>
<td>3.5</td>
</tr>
<tr>
<td>BiLSTM-GO</td>
<td>98.2</td>
<td>98.1</td>
<td>3.1</td>
</tr>
<tr>
<td>SVM-GO</td>
<td>98.3</td>
<td>98.1</td>
<td>2.71</td>
</tr>
</tbody>
</table>

Figure 4. Classifier comparison for SVM-GO in intrusion detection

Table 4. Comparative analysis on various intrusion detection dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Datasets</th>
<th>Accuracy (%)</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-Measure (%)</th>
<th>Training Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM-NB [11]</td>
<td>UNSW-NB15</td>
<td>93.75</td>
<td>92.4</td>
<td>91.5</td>
<td>91.95</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>CICIDS2017</td>
<td>98.92</td>
<td>97.5</td>
<td>95.3</td>
<td>96.39</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>NSL-KDD</td>
<td>99.35</td>
<td>98.2</td>
<td>97.1</td>
<td>97.65</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>Kyoto 2006+ dataset</td>
<td>98.58</td>
<td>96.5</td>
<td>96.2</td>
<td>96.35</td>
<td>41</td>
</tr>
<tr>
<td>CNN-BiLSTM [12]</td>
<td>NSL-KDD</td>
<td>83.58</td>
<td>82.4</td>
<td>81.5</td>
<td>81.95</td>
<td>45</td>
</tr>
<tr>
<td></td>
<td>UNSW-NB15</td>
<td>76.82</td>
<td>75.3</td>
<td>74.1</td>
<td>74.70</td>
<td>63</td>
</tr>
<tr>
<td>CRNN [13]</td>
<td>CSE-CIC-DS2018</td>
<td>97.6</td>
<td>96.2</td>
<td>96.1</td>
<td>96.15</td>
<td>51</td>
</tr>
<tr>
<td>AE-Triplet Network [14]</td>
<td>UNSW-NB15</td>
<td>92.4</td>
<td>91.4</td>
<td>91.2</td>
<td>91.30</td>
<td>62</td>
</tr>
<tr>
<td>ANN [15]</td>
<td>UNSW-NB15</td>
<td>91.2</td>
<td>90.4</td>
<td>90.2</td>
<td>90.30</td>
<td>60</td>
</tr>
<tr>
<td>AE-SVM-GO</td>
<td>UNSW-NB15</td>
<td>95.3</td>
<td>94.1</td>
<td>95.2</td>
<td>94.65</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>CICIDS2017</td>
<td>99.2</td>
<td>99.1</td>
<td>99.1</td>
<td>99.10</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>NSL-KDD</td>
<td>99.6</td>
<td>99.5</td>
<td>99.4</td>
<td>99.45</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Kyoto 2006+ dataset</td>
<td>99.1</td>
<td>99.1</td>
<td>99.1</td>
<td>99.10</td>
<td>16</td>
</tr>
</tbody>
</table>

5.1 Comparative analysis

The AE-SVM-GO model is compared with SVM-Naïve Bayes (NB) [11], CNN-BiLSTM [12], and CRNN [13] models in intrusion detection. The AE-SVM-GO model is compared with existing research in intrusion detection in various datasets, as given in Table 4 and Fig. 5. The AE-SVM-GO model provides higher efficiency in intrusion detection due to the balance of dataset and learning of features with adaptive hyper-parameter in SVM. The CNN-BiLSTM [12] model suffers from an overfitting problem and SVM-NB [11] suffer from an imbalance data problem.
6. Conclusion

Network intrusion detection system improves security and identifies the attacks in the network to eliminate the suspicious nodes in the network. The existing intrusion detection model has limitations of imbalance data problem. The autoencoder is applied in the AE-SVM-GO model to generate instances of minority classes in the dataset. The balanced dataset is applied to SVM with grasshopper method for parameter optimization to identify the intrusion in the network. The autoencoder model provides higher performance in balancing the dataset and improves the classification performance. Grasshopper method has higher performance than FF, GWO, PSO and GA in hyper-parameter optimization. The SVM model has higher performance in classification than RF, KNN, LSTM and BiLSTM due to its capacity to handle many features. The AE-SVM-GO method has accuracy of 95.3 %, recall of 95.2 %, and existing CNN-BiLSTM has accuracy of 76.82 %, and 74.1 % recall. Future work of this model involves applying IoT based network to identify the attacks and eliminate the suspicious nodes.

Notation List

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_i )</td>
<td>wind advection</td>
</tr>
<tr>
<td>( b )</td>
<td>Bias</td>
</tr>
<tr>
<td>( C )</td>
<td>cost value</td>
</tr>
<tr>
<td>( c )</td>
<td>comfort area</td>
</tr>
<tr>
<td>( c_{\text{max}} )</td>
<td>maximum value</td>
</tr>
<tr>
<td>( c_{\text{min}} )</td>
<td>minimum value</td>
</tr>
<tr>
<td>( d_{ij} )</td>
<td>distance of two grasshoppers</td>
</tr>
<tr>
<td>( \hat{e}_d )</td>
<td>unity vector</td>
</tr>
<tr>
<td>( \hat{e}_w )</td>
<td>wind direction</td>
</tr>
<tr>
<td>( f )</td>
<td>Activation function</td>
</tr>
<tr>
<td>( f )</td>
<td>attraction intensity</td>
</tr>
<tr>
<td>( G )</td>
<td>Component</td>
</tr>
<tr>
<td>( g )</td>
<td>gravitational constant</td>
</tr>
<tr>
<td>( G_i )</td>
<td>grasshopper gravity force</td>
</tr>
<tr>
<td>( H )</td>
<td>Optimal hyper plane</td>
</tr>
<tr>
<td>( J(X,Z) )</td>
<td>Autoencoder objective train</td>
</tr>
<tr>
<td>( l )</td>
<td>attractive length scale</td>
</tr>
<tr>
<td>( L )</td>
<td>total iteration</td>
</tr>
<tr>
<td>( l )</td>
<td>current iteration</td>
</tr>
<tr>
<td>( M )</td>
<td>Total number of data instances</td>
</tr>
<tr>
<td>( S )</td>
<td>Training and Label data</td>
</tr>
<tr>
<td>( s )</td>
<td>social forces strength</td>
</tr>
<tr>
<td>( S_i )</td>
<td>social interaction</td>
</tr>
<tr>
<td>( T_d )</td>
<td>target value</td>
</tr>
<tr>
<td>( u )</td>
<td>constant drift</td>
</tr>
<tr>
<td>( W )</td>
<td>Weight</td>
</tr>
<tr>
<td>( x )</td>
<td>input value</td>
</tr>
<tr>
<td>( x_i )</td>
<td>Input vector</td>
</tr>
<tr>
<td>( x_{\text{max}} )</td>
<td>maximum value</td>
</tr>
<tr>
<td>( x_{\text{min}} )</td>
<td>minimum value</td>
</tr>
<tr>
<td>( x_M )</td>
<td>normalized data</td>
</tr>
<tr>
<td>( y )</td>
<td>Output</td>
</tr>
<tr>
<td>( y_i )</td>
<td>Target value</td>
</tr>
<tr>
<td>( z )</td>
<td>Decoding output</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>population size</td>
</tr>
</tbody>
</table>
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