Dynamic Evolving Cauchy Possibilistic Clustering Based on the Self-Similarity Principle (DECS) for Enhancing Intrusion Detection System
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Abstract: Unsupervised machine learning plays a critical role in improving the security level of applications and systems. The cyberattack floods the network with data streams to deny services or destroy the network infrastructure. In this paper, a new development strategy (dynamic evolving cauchy possibilistic clustering based on the self-similarity principle (DECS)) is proposed to optimize the data stream clustering model based on the self-similarity principles (inter-cluster and intra-cluster). It is based on computing the self-similarity principles for data between and within clusters. The proposed system mitigates the dependence on the centre of the cluster to produce clusters with highly correlated data and minimal errors within the same cluster. The DECS consists of two phases: In the first phase, the data are clustered based on density points to generate clusters, and in the second phase, the clusters are evolved according to the inter-and intra-distance points to/in the clusters. The proposed model is tested on well-known intrusion datasets such as UNSW-NB15, KDD99 and NSL-KDD. In the experiments, DECS efficiently clustered the data with fewer errors and an optimal number of clusters compared to other models, it has achieved minimum error, high silhouette coefficient and an optimal number of clusters. The implementation results show that the average error of DECS over eight datasets is (0.45) with an average silhouette coefficient (0.63). At the same time, the pure cauchy possibilistic clustering obtains on average error (0.69) and silhouette coefficient (0.44).
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1. Introduction

Given the many points of attack and breakthroughs in hacking computers, cybersecurity has become an important area for protecting information and computing resources. Cybersecurity aims to minimize the attack vectors/points because it is difficult to protect every attack point[1]. Therefore, the patterns of cyber-attacks happen to be from different classes. To overcome these challenges, all evolving methods to add, merge, and delete clusters should be implemented [2, 3]. At the same time, the system should learn and adapt to unknown situations and detect potential temporal shifts and data drifts [4]. Cauchy density assigns new samples to clusters or forms new clusters. The threshold for assignment depends on the statistical cluster distribution [5]. Moreover, it is crucial to utilize clustering by ignoring outdated stored knowledge that affects the tracking of dynamic changes without gaining complete control over the classification due to the absence of essential gained knowledge[6].

1.1 Motivation

Classification [7–9], regression [10], and clustering [4] models have been used to improve the performance and increase the detection rate of intrusion detection systems (IDS). Intrusion data is knowns as stream data with large amounts of data generated at high speed in networking [7]. The IDS
usually suffer from a low detection rate when dealing with data streams (attack and normal traffic). The stream clustering algorithms are efficient data mining tools that process and analyse streaming traffic [8] for detecting attacks and normal data. Most of these algorithms are facing weaknesses in terms of computation complexity and performance. According to this context, we introduce a new evolving strategy based on dynamic analysis of the geometric distribution and self-similarity to enhance Cauchy possibilistic clustering for data in the same cluster. The enhancement of the Cauchy possibilistic clustering algorithm consists of two main activities: clustering the data and evolution of the outcome clusters by splitting and margining. In general, standard stream clustering techniques such as Cauchy possibilistic potentially have the following drawbacks:

1. **High complexity**: They suffer from high complexity in clustering of the data stream, which could address in terms of the time and space complexity [7]. Generally, the stream clustering techniques produce a high and sparse number of clusters. This requires more extensive memory usage and costs much processing time.

2. **Inefficient prediction of clusters**: A traditional stream clustering produces a high number of clusters potentially resulting in an inefficient prediction of clusters. The stream data are likely to be clustered without having a high close proximity degree with other data points in the same cluster. Moreover, the clustering models which produced a high number of clusters do not work efficiently [8, 9].

3. **Huge sparse clusters**: The stream clustering models significantly suffer from producing a high number of clustering data that might degrade the performance of the clustering performance [10].

1.2 Contribution

In this paper, we propose a new evolving strategy to optimize the stream data clustering model based on the self-similarity principles (inter and intra clusters). The average similarity distance between inter-cluster elements represents the inter-self-similarity of cluster elements, while the intra-self-similarity refers to the average distance between the outer point and cluster. The power of self-similarity measures the clustering fragment for regular and irregular geometric objects [11, 12]. Self-similarity utilizes to satisfy two objects: obtaining clusters with high similarity content and the optimal number of clusters. According to the affirmation, the main contributions of the proposed model are:

1. **Low complexity**: Self-similarity is developed to design a new development strategy to improve the performance of the stream clustering model. These similarity measurements are based on the calculation of the distance between the data points of the cluster. The proposed technique enables clustering with low complexity compared to iterative models. The proposed technique potentially requires less time for clustering compared to other iterative clustering models.

2. **Efficient prediction of clusters**: The proposed self-similarity is introduced to compute the homogeneity of each cluster’s data points and show how the cluster elements are connected. The proposed technique aims to create clusters with a very high degree of similarity by grouping them dynamically, and the proposed technique does not require a predefined number of clusters. The accurate predictions of the proposed technique can achieve better compression ratios than other stream clustering models.

3. **Optimal number of clusters**: The proposed system achieved the optimal number of clusters.

1.3 Evaluation strategies

To evaluate the performance of the proposed system, recent work on compression develops Cauchy clustering. Five datasets of attacks are used to evaluate the performance of the proposed model: CICDDoS2019, DRDoS_DNS, KDD99, NSLKDD, and UNSW-NB15, and three Red Wine Quality, keystroke, and SCADI

Three metrics for unsupervised performance factors are used: local error (i.e., cluster error rates), silhouette coefficient, and an optimal number of clusters. In addition, the accuracy and processing time of the proposed model are investigated and compared with the recent works on possibilistic Cauchy clustering.

1.4 Paper organization

The remaining sections of this paper are as follows: Section 2 explains related works; Intrusion detection system (IDS) and machine learning are presented in section 3; section 4 contains the research method; the experiments and result analysis are presented in section five; conclusion and future work are shown in section 6.
2. Related works

To develop the evolving mechanism of clustering techniques of the data stream. There were several studies have been proposing different methods for evolving the final clusters of the clustering algorithm. Most of the researchers in this field had applied the distance between the point and centre of the cluster to measure the degree of the belonging of the cluster (point-to-point). Moreover, the other studies utilized the centre of the cluster to represent the major attribute of the clustering system. These studies produced several limitations in terms of performance and computation complexity (time, space).

Škrjane et. al. [13] suggested cosine-based Cauchy clustering to monitor cyberattacks. The proposed technique is helpful when the data had noisy, and outliers occur frequently, like with cyberattacks. To process massive data sets, the algorithm evolved. The presented clustering technique merely adjusts a few parameters, like maximum density. This research implements the proposed strategy on the DARPA dataset. The proposed system had a weakness as shown by the encouraging results, the system reduces the dynamic behaviour of stream clustering.

Andonovski et. al [14] developed Cauchy possibilistic clustering to be suitable for large-scale cyberattack monitoring. The new strategy for discovering neuro-fuzzy models, based on filtered recursive least squares and gradually developing Gaussian clustering, shows promise for nonlinear dynamic processes. The model is generated online, and the algorithm has only four easy-to-understand parameters. Fuzzifying the data space can be done using numerous criteria and has many uses. On a simulated Hammerstein-type nonlinear dynamic process and a genuine plate heat exchanger, the algorithm was evaluated. Hammerstein-type identification works for many real-world processes. The limitation of the proposed method the fuzzy system significantly suffers from being capable to learn.

The authors in [11] proposed a new method to enhance the evolving concept of Cauchy possibilistic clustering. They evolve the algorithm based on the threshold, where a new point \((x)\) joins to cluster if it lies in low as possible as the distance between the centre of the cluster and point \(x\). Only half the distance between point \(x\) and centre of cluster remove other points in opposite side of point. Therefore, they reduce affects the points perhaps it closest from those points between the centre and point \(x\).

According to [15] the authors suggest a new evolving stream clustering that consists of four phases: creating, splitting, merging, and removing. The creation is based on close local distance. The merging is based on high correlation points with the centre and nearest point. The model consists of two clustering algorithms: the creation of a clustering algorithm by assigning all points to a given cluster. The evolving cluster algorithms produce the optimal number of clusters.

3. Intrusion detection system (IDS) and machine learning

IDS is a system that monitors network traffic to detect any suspicious behaviour and known threats [15]. When such activity is identified, it may also notify the administrator. Various machine learning (ML) techniques can be utilized to effectively manage and classify attacks. IDS can be a hardware or software system that automatically monitors, identifies the attack or intrusion, and notifies the computer or network [16–18]. This alert report assists the administrator or user in locating and resolving any vulnerabilities present on the system or network. Common methods for detecting intrusion include anomaly-based detection, signature-based detection, and hybrid detection [19–22].

Fig. 1 illustrates the classification of IDS models and which models can use machine learning.

Machine-learning algorithms have become increasingly popular as a method for detecting and identifying a wide variety of threats. These algorithms operate by first determining if a network packet is malicious or normal, and then classifying the packets accordingly [23, 24].

A network-based intrusion detection system observes network traffic for any suspicious, atypical, or unauthorized activities that may result in a cyberattack [25]. The basis of network-based intrusion detection is “acquired knowledge”. Either signature (misuse detection) of well-known assaults or Behaviour-based techniques are utilized to detect these behaviours (anomaly detection). Behaviour-based systems identify deviations from the typical behaviour profile and can detect unknown attacks.
whereas signature-based systems can only detect attacks for which they are trained to notify [26,27]. Over standard channels, all network traffic is expressly routed to the network intrusion detection system (NIDS) [28]. Implementation of an anomaly intrusion detection system to detect attacks based on recorded normal behaviour. This form of the intrusion detection system is commonly utilized because it can detect new types of intrusions by comparing the present real-time data to previously recorded regular real-time traffic [29].

4. Research method

This section explains the main steps of dynamic evolving Cauchy possibilistic clustering based on the self-similarity principle (DECS). Fig. 2 shows the steps of the proposed DECS.

4.1 Cluster trained data by Cauchy clustering

In this step, there are two activities add a new cluster and update the existing cluster.

- **Add a new cluster**
  In begging the Cauchy density clustering calculates the density (γ_i^j) of pint z(i) for cluster j - j is an index of each cluster in data at a time add point i- where the value of local density (γ_i^j) compared with the maximum-density threshold (Γ_max) [2]. The algorithm generates a new cluster in case the γ_i^j greater than or equal the τ_max otherwise the algorithm add point into cluster generate with a cluster maximum γ. According to [13]. Eq. (8) calculates the local density of new data points:

  \[
  \gamma_i^j = \frac{1}{1 + \frac{1}{\sigma_i^2}(z(i) - \mu_j)^T \Sigma_j^{-1} (z(i) - \mu_j) + \frac{q(M - 1)}{\sigma_i^2 M_j}}
  \] (1)

  where \(\mu_j^i\) defines the centre of the \(j^{th}\) cluster of dimensions \(m \times 1\), and the lower and upper index at \(z_i^j\) define the \(i^{th}\) sample in the \(j^{th}\) cluster. The notation of cluster centre can also be written as \(\mu_j^M\) to explicitly express that the \(j^{th}\) cluster consists of \(M_j\) samples. Eq. (2) calculates the \(\mu_j^i\).

  \[
  \mu_j^i = \frac{1}{M_j} \sum_{i=1}^{M_j} z_i^j
  \] (2)

  \(\Sigma_j^i\) denotes the covariance matrix, of dimension \(m \times m\), of the \(j^{th}\) cluster. The covariance matrix is calculated in Eq. (3):

  \[
  \Sigma_j^i = \frac{1}{M_j - 1} \sum_{i=1}^{M_j} (z_i^j - \mu_j^i)(z_i^j - \mu_j^i)^T
  \] (3)

- **Update cluster**
  The cluster is updated when the density condition
is satisfied ($y_{ij} > \Gamma_{mar}$). The new data point adds to a cluster that achieved high cluster density. After adding a new point into the cluster, the algorithm (DECS) updates all cluster parameters. The number of elements in a cluster ($M$) increases by one. Eq. (4) calculates the new centre of the data.

$$\mu_{M+1}^j = \mu_{M}^j + \frac{1}{M+1}(z(k) - \mu_j)$$ (4)

The states of the non-normalized covariance matrix ($S$ parameter) are updated according to Eq. (5).

$$S_{M+1}^j = S_{M}^j + (z(k) - \mu_j) (z(k) - \mu_{M+1}^j)^T$$ (5)

The covariance matrix is then obtained by Eq. (6).

$$\Sigma_{M+1}^j = \frac{1}{M}S_{M}^j$$ (6)

### 4.2 Evolving clusters and self-similarity

In this step, the proposed algorithm divides the clusters into two groups negative and positive. The positive group represent the clusters that have elements with a high correlation. Whenever the data in the same cluster are close to each other than they are to other clusters, those clusters are classified as positive membership or otherwise negative membership. Eqs. (7) and (8) calculates the membership of the self-similarity function of each cluster.

$$\omega_{x_i} = \begin{cases} 1 & \text{if } c_{ir} - \frac{1}{n-1} \sum_{j=1}^{n} d(x_i,x_j) \geq 0 \text{ otherwise} \\ -1 & \end{cases}$$ (7)

Where: $j \neq i$ the index of the point in the same cluster, $c_{ir}$ the nearest point to $x_i$ in another cluster

$$\beta_{j} = \begin{cases} 1 & \text{if } \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{m} \omega_{x_{j}} \geq 0 \text{ otherwise} \\ 0 & \end{cases}$$ (8)

### 4.3 Merge cluster

The $\beta$ values according to Eq. (8) are either 0 or 1. The clusters that have nonzero $\beta$-values (1-values) are passed on to the next generation of a clustering lifetime, while the clusters that have $\beta$-values equal to zero (0-values) must be redistributed to clusters that are not zero. Each point in zero-$\beta$ clusters is reassigned to the corresponding non-zero $\beta$ cluster. The proposed model calculates the average distances ($\delta$) between the point to be redistributed and all points in the cluster (non-zero $\beta$ cluster). Eq. (9) calculates $\delta$ for each point in zero $\beta$ clusters ($x_j$) and cluster $k$.

$$\delta = \frac{1}{m} \sum_{j=1}^{m} \|x_j - x_i\|^2$$ (9)

Fig. 3 shows an example of the values of $\delta$ between point (x) and three clusters.

### 4.4 Select optimal cluster to test data

The test test assigns to the appropriate cluster according to the closest corresponding cluster. Eq. (10) calculates the membership function to find the optimal test cluster for test data.

$$D_{j,i} = (x_i - m_j)^T \cdot C_j^{-1} \cdot (x_i - m_j)$$ (10)

Where $D_{j,i}$ is the square of the Mahalanobis distance, $x_i$ is the vector of the observation (row in a dataset), $m_j$ is the vector of mean values of independent variables (mean of each column), $C_j^{-1}$ is the inverse covariance matrix of independent variables. The cluster corresponds minimum $D$ between point $x$ and cluster $j$.

### 5. Experiments and result analysis

In this section discusses three aspects dataset,
system performance over the dataset, and a comparison with other related works.

5.1 Dataset

The dataset section describes the dataset that was used to test the performance of the proposed system. Table 1 illustrates the dataset.

The dataset_3 (KDD99) we take 5% randomly (260,473) from the entire dataset to evaluate the performance of the proposed model, and from dataset_5 (UNSW-NB15) we take 10% randomly (254,004) from the entire dataset. All above eight datasets are split into 70% train and 30% test.

5.2 Performance evaluation metrics

Three major clustering evaluation matrices are used to evaluate the clustering performance of the proposed clustering model: errors evaluation metrics, time, and a number of produced clusters. The error in the clustering process represents by the mean square error and silhouette. Mean square error (MSE) indicates the average sum of the euclidean distances between each point \(x_j\) and its cluster centre \(\mu_i\). Eq. (11) calculates the MSE of \(n\) points in the dataset.

\[
MSE = \frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{m} \|x_j - \mu_i\|^2
\]  

(11)

The silhouette (SIL) refers to a way of interpreting and validating consistency inside data clusters. The method generates a simple graphical depiction of how successfully each item was categorised. Eq. (12) calculates the average SIL for entire clusters.

\[
SIL = \frac{1}{n} \sum_{i=1}^{k} \sum_{j=1}^{m} \frac{x_j - \mu_k}{\max(x_j, \mu_k)}
\]  

(12)

Where: \(k\) number of closures, \(m\) size of cluster \(i\), \(x_j\) point \(\in\) cluster \(i\), \(\mu_k\) is nearest cluster centre in clusters pool has the smallest distance to point \(x_j\).

5.3 Experimental results

To test the performance of our proposed framework, this subsection examines the MSE, the SIL factor, the number of clusters, and the computation time of the algorithms. Table 2 shows the comparative result between the pure Cauchy and the proposed DECS.

From Table 2, we can see that the MSE of the proposed DECS is lower (better) than that of the pure Cauchy used on all datasets. Reducing the number of clusters of DECS accompanied by minimizing the MSE. In dataset KDD99 the number of clusters is 318 reduced to 7 by enhancing the MSE from 1.32 in pure Cauchy to 0.9 in proposed DECS. The highest enhancement when proposed DECS used on CICDDoS2019 dataset, the MSE decreased the most by nearly 0.5 (from 0.96 to 0.48), and on keystroke, KDD99, UNSW-KDD, and DRDoS_DNS by about 0.61, 0.38, and 0.31 respectively. The lowest improvement when using the proposed model on the UNSW-NB15, Red Wine Quality, and SCADI the average error rate also decreased by about from 0.07 to 0.19.

Fig. 4 shows the MSE has been improving over evolving progress of proposed model.

The SIL rate was improved on all dataset as shown in Table 2. The SIL rate was improved on all dataset with other related works.

![Figure 4 MSE of proposed DECS on NSL-KDD dataset](image)

![Figure 5 SIL of proposed DECS on NSL-KDD dataset](image)

Table 2. Result comparisons of MSE and SIL between pure Cauchy and proposed DECS

<table>
<thead>
<tr>
<th>Sq.</th>
<th>Dataset name</th>
<th>Pure Cauchy</th>
<th>Proposed DECS</th>
<th>pure Cauchy</th>
<th>Proposed DECS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CICDDoS2019</td>
<td>0.96</td>
<td>0.48</td>
<td>0.39</td>
<td>0.64</td>
</tr>
<tr>
<td>2</td>
<td>DRDoS_DNS</td>
<td>0.35</td>
<td>0.26</td>
<td>0.72</td>
<td>0.76</td>
</tr>
<tr>
<td>3</td>
<td>KDD99</td>
<td>1.32</td>
<td>0.90</td>
<td>0.66</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>NSL-KDD</td>
<td>0.68</td>
<td>0.42</td>
<td>0.53</td>
<td>0.95</td>
</tr>
<tr>
<td>5</td>
<td>UNSW-NB15</td>
<td>0.72</td>
<td>0.58</td>
<td>0.64</td>
<td>0.87</td>
</tr>
<tr>
<td>6</td>
<td>Red Wine Quality</td>
<td>0.18</td>
<td>0.16</td>
<td>0.27</td>
<td>0.28</td>
</tr>
<tr>
<td>7</td>
<td>keystroke</td>
<td>0.76</td>
<td>0.29</td>
<td>0.02</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td>SCADI</td>
<td>0.56</td>
<td>0.52</td>
<td>0.33</td>
<td>0.39</td>
</tr>
</tbody>
</table>
the SIL has been improving over evolving progress of the proposed model.

The SIL and MSE give an indicator that the clusters that are produced by the proposed DECS have a high correlation with high similarity groups. The UNSW-NB15 and NSL-KDD are complex datasets, the proposed model overcomes the challenges in this dataset by grouped data that have a high similarity - low SIL and MSE.

The processing time to assign the test point into the corresponding cluster is minimised by the proposed algorithm. The time required is different according to the size of the dataset used to train the model. The big volume of data the attached test point needs is approximately by nearly 4 sec, while the small size of the dataset required less than 1 sec.

Fig. 6 shows the processing time needed for each point time required.

The proposed DECS compare with three recent evolving strategies of cluster streaming data.

Fig. 7 shows the compared performance among proposed DECS, EDFC[15], and integrated model [30] on UNSW-NB15.

From Fig. 7, the proposed DECS and integrated model finished the evolving process after 25 epochs, while the EDFC continued until 57 epochs.

5.4 Comper the proposed DECS with other studies

This section compares the proposed system with existing techniques applied to the same dataset. The first study in [11] shows that the evolving clustering system depends on two aspects: removing and merging. The removing technically dependent on the threshold. At the same time, merging is based on the minimum average distance of the points within half the distance between point x and the centre of the cluster. The second technique in comparison is [30], which constructed clusters to improve the detection of attacks. The proposed model reduced the data by selecting 15 sets by trial and error. In the study [15], the cluster model grouped the data based on the least distance between points in the data pool. The evolving process separates the clusters into positive and negative sets based on thresholds, and the last one is redistributed to the positive clusters based on another threshold. Table 3 illustrates the comparison between our proposed system and methods in [11], [15], and [30] according to silhouette officiants and the number of clusters.

In summary, the proposed model can effectively accelerate the convergence speed and reduce the number of clusters in the clustering process. The MSE and SIL of the proposed algorithm improve significantly. From the above analysis, we can conclude that using the proposed framework can effectively improve the performance of the DECS algorithm.

6. Conclusion

The major challenge in clustering stream data is the number of clusters. The streaming of data over a
network increases the difficulty of processing and distinguishing between normal and abnormal traffic. The merging and splitting of data according to self-similarity principles inter or intra clusters points to enhance the performance of stream clustering. The time required to attach the test points into suitable clusters depends essentially on the number of clusters; therefore, reducing the processing time done by reducing clusters enhances the correlation of data points in the same cluster. The requirement of segregation of clusters into optimal clusters a robust correlation metrics of entire data in the same cluster. The centre of a cluster often does not a representation of entire cluster precisely, so all cluster members have to use it to describe the cluster. The future work is to implement the DECS model on a real online dataset with a zero-day attack.
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