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Abstract: Nowadays, latency factor in network virtualization takes a serious attention in 5G networks upgrading. Flex-

grid/elastic optical network (EON) virtualization recently become known as the fifth-generation (5G) enabling 

technology for the optical network slicing efficiency. As a consequence, the solution of the virtual optical network 

embedding (VONE) problem over EON must be solved with the latency targets guarantee. In this work, a new loading 

factor was suggested after adding the latency effect to the existing EON constraints by identifying its contributing 

factors in the network. Then, a virtual network mapping algorithm was presented to solve the VONE problem including 

latency constraint. Network topologies (NSFNET, USNET) were used under the dynamic scenario and four 

optimization methods which are; alignment and consecutiveness-aware virtual network embedding (ACT-VNE), the 

local resource capacity and the shortest path first fit (LRC-SP-FF), greedy algorithm and the shortest path first fit 

(Greedy-SP-FF), load and resource-aware based on ant colony optimization (LRA-ACO) were used and results have 

been compared to get the optimal solution. The blocking probability on average was increased by approximately 50 % 

in both topologies affected by adding latency (between 20-50 ms) as compared to the non-latency cases of previous 

works. Also, during all simulations, the LRA-ACO gave the best embedding performance. 

Keywords: Elastic optical network, Network virtualization, Virtual optical network embedding, Latency. 

 

 

1. Introduction 

Many of emerged applications have a specific 

latency demands as a quality of service (QoS) 

necessity [1, 2]. Online conferences, multi-player 

online gaming, and security applications need a strict 

requirement of latency. Additionally, health-care 

applications may have a threat on life if not meet the 

latency conditions [2]. Also, the significant impact of 

latency to the revenue which is generated by the 

services for instance the electronic commerce and 

trading of high-frequency [3]. In the finance sector, 

low-latency networks and high-performance data 

centers determine the success of the business, e.g., “a 

1-ms advantage in trading applications can be worth 

100 million US dollars a year to a major brokerage 

firm” [4]. As a result, latency-sensitive applications 

have emerged as one of the most important 

commercial motivations for 5G mobile networks 

development [5, 6]. Network virtualization is a key 

enabler for latency-sensitive applications deploying 

in 5G networks [7]. It enables creating one or more 

virtual networks (VNs) with allocated substrate 

resources to ensure the latency between application 

end nodes. Creating and mapping of VNs on the 

substrate network for applications that is sensitive to 

latency efficiently is a challenging issue with a virtual 

network embedding (VNE) problem [8]. Although 

previous studies focused on VNE problem, the 

influence of considering latency as a constraint with 

VNE problem does not take a place for EONs 

extensively [9].  

Many works with the rapid growth of internet 

traffic were made. Different studies were made to 

improve the performance of the virtual optical 

network embedding (VONE) process by optimizing 

resources i.e., modulation format devices [10, 11], 

energy-aware, and resource utilization [12, 13]. 
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Latency effects was first considered in 

conventional networks. Mapping process to meet a 

certain latency target, was modeled as in [14, 15]. A 

virtual network mapping algorithm that considers 

trading off between low application delay and 

efficient substrate utilization was presented by K. 

Ivaturi and T. Wolf [16].  

Many sources of latency were discussed for 

conventional optical networks. J. A. Jay showed the 

importance of low latency in optical communications 

networks especially on time spend to respond to a 

message [17]. Also, V. Bobrovs et al. described the 

latency caused in fiber optical metro networks. Some 

available techniques and solutions for reducing 

latency were discussed [18]. 

After vast research done in Layer-2/3 networks, 

investigations begin on virtual optical networks 

(VONs) embedding like the work done in [19, 20]. 

The main challenges that the optical domain poses are 

derived from the analogue nature of the optical 

substrate in opposition to the electrical one, and, as a 

consequence, new constraints appear on the field. 

The physical optical infrastructures were the fixed-

grid one also called WDM networks [21]. 

The shortcomings of fixed-grid WDM have 

triggered the evolution towards flex-grid optical 

networks. The more recent flex-grid approach divides 

the frequency spectrum into smaller (e.g., 12.5 Ghz) 

slices and allows allocation of an arbitrary number of 

slices to right size spectrum allocation to customer 

needs. This new generation of optical networks is 

usually referred to as elastic optical networks (EONs) 

[22]. 

R.Yang et al. proposed a VONE method that 

considered the load jointly with the continuity and 

contiguity constraints through the embedding process 

in an EON infrastructure [23]. Despite the good 

results obtained for embedding VN over EON, it did 

not take the latency constraint in consideration.  

Although, EONs are considered to be the next-

generation high-speed network, less works focused 

on the VNE problem with latency constraint. S. Taeb 

et al. demonstrated and identified the latency and its 

different contributing factors with VNE problem in 

EON with flexible transmission parameters. An ILP 

and a heuristic solution were presented for VNE 

problem with guaranteed virtual path latency. A real 

network topology besides realistic transmission 

configurations were used to evaluate and observe the 

proposed solution under different scenarios. The 

results for fixed-grid and flex-grid optical networks 

were compared showing additional cost added when 

latency was considered by 2.5 % and 0.8 % on 

average for both networks respectively. The latency 

constraint effect also increases the blocking 

probability in dynamic scenario [24].  

This work represents a study of the latency effect 

as a constraint with EON constraints for VNE process. 

Four optimization methods were used to get the 

optimal results for embedding. The latency constraint 

was applied on the virtual links for each VON. Our 

model used a modified version of the load-balance 

factor in [23], after adding the latency effect of the 

EON parts. This factor was inserted through the 

embedding algorithm such that a comparison was 

made between conventional results (without latency) 

and that obtained with latency cases. This is the main 

contribution accomplished. Also, our work differs 

from [24] by considering this new load-balance factor, 

and comparing the different optimization methods to 

attain an optimal blocking probability value.  

The paper is organized as follows; section 1 

presents an introduction with a literature review for 

the previous works, section 2 presents the 

mathematical model of the VONE in an EON, in 

section 3 the results of the proposed method with 

appropriate discussion are presented. Finally, 

conclusions presented in section 4. 

2. Problem statement and mathematical 

model  

2.1 Substrate EON  

The substrate elastic optical network was 

represented as an undirected graph weighted on both 

nodes and edges,  𝐺𝑠 = (𝑉𝑠,  𝐸𝑠), where  𝑉𝑠 is the 

set of substrate optical nodes, 𝐸𝑠 is the set of optical 

fiber links, each link is connected to a pair of nodes 

e.g., 𝑒𝑠 = (𝑠, 𝑑) ∈ 𝐸𝑠, where 𝑠 (source node) and d 

(destination node) ∈ 𝑉𝑠 . Each link 𝑒𝑠 ∈ 𝐸𝑠  has 

usable bandwidth, 𝐵. The bandwidth 𝐵 is partitioned 

into multiple 𝑁 equal-width slots represented by the 

set of frequency slots 𝐹𝑆𝑠. To be used efficiently, all 

nodes have a capacity 𝐶𝑎𝑝𝑠 of available computing 

resources (CPU) associated with each node, each 

physical link has a capacity represented by several 

frequency slots 𝐹𝑆𝑠 which are equal to 𝑁, the set of 

substrate paths denoted by 𝑃𝑃 . The number of 

physical optical links for a physical path 𝑝𝑝  is 

represented by |𝑝𝑝|  and the path physical 

length (measured by kilometers) is 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑝). The 

set of the network delay associated with each 

substrate link is denoted by 𝐿𝑠 . Figure. 1 is an 

illustration of a substrate network and a virtual optical 

network request (VONR) in (a), where the numbers 

inside the red rectangles are the available CPU of 

nodes, the numbers beside edges are the link 

available 𝐹𝑆𝑠 number, and the numbers inside green 

octagons are the link latency. 
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(a) 

 
(b) 

Figure. 1 Virtual optical network request mapping: (a) 

virtual optical network request and substrate optical 

network, and (b) a possible mapping of virtual optical 

network request and resources updating 

 

Fig. 1. (a) shows the result for node mapping of a 

VONR, which is {𝑎 → 1, 𝑏 → 2, 𝑎𝑛𝑑 𝑐 → 5}. After 

all link mapping constraints are satisfied, the result 

for link mapping of a VONR by dotted line 

graphically representation, which is {(ab) → (12), 

(bc) →(24,45), and (ca) →(53,31)}. Fig. 1. (b) 

represents the final result of mapping with resource 

updating. 

2.2 Virtual optical network request 

The virtual optical network request 𝑉𝑂𝑁𝑅 was 

represented as an undirected graph weighted on both 

nodes and edges,  𝐺𝑣 = (𝑉𝑣 ,  𝐸𝑣), where  𝑉𝑣  is the 

set of virtual nodes, 𝐸𝑣 is the set of virtual links, and 

each link is connected to a pair of virtual nodes. Each 

𝑉𝑂𝑁𝑅  has a specific demand for node and link 

mapping on the substrate optical network. The 

notations are mentioned in Table 1. 

2.3 Virtual network mapping 

Virtual network mapping 𝑉𝑁𝑀  is defined as  

𝑀𝑃:  𝐺𝑣 → 𝐺𝑠 , which embeds the virtual optical 

network to the substrate optical network with 

constraints satisfaction as shown in Fig. 1 illustrates 

an example of VONR consisting of virtual nodes and 

virtual links with mapping requests. The 𝑉𝑁𝑀 could 

divided into two phases:  

2.3.1. Node mapping phase 

A mapping function provided by node mapping 

phase from a virtual node to a substrate node,  

𝑀𝑃𝑉:  𝑉𝑣 → 𝑉𝑠 , such that: ∀ 𝑖, 𝑗 ∈ 𝑉𝑣 . When a 

𝑉𝑂𝑁𝑅  arrived, it consists of several virtual nodes 

that need to be mapped to a set of substrate nodes 

after satisfying constraints in Eq. (1), Eq. (2) and Eq. 

(3), where 𝜀𝑣𝑠
𝑣𝑣,𝑣𝑜𝑟  is a Boolean. If 𝑖𝑡ℎ virtual optical 

network request (𝑣𝑜𝑛𝑟) with virtual node 𝑣𝑣 mapped 

successfully to a substrate node 𝑣𝑠 , 𝜀𝑣𝑠
𝑣𝑣,𝑣𝑜𝑛𝑟 = 1 , 

otherwise 𝜀𝑣𝑠
𝑣𝑣,𝑣𝑜𝑛𝑟 = 0 . A virtual node mapped on 

substrate node is represented in Eq. (1) with a 

capacity 𝐶𝑎𝑝𝑣  less than the total capacity of 

computing resource for substrate node 𝐶𝑎𝑝𝑠 . Each 

virtual node 𝑣𝑣 mapped to only one unique substrate 

node 𝑣𝑠 as in Eq. (2). In Eq. (3) a substrate node 𝑣𝑠 

can host only one virtual node 𝑣𝑣 for the same 𝑣𝑜𝑛𝑟. 

 

   ∑ ∑ 𝐶𝑎𝑝𝑣
𝑣𝑣∈𝑉𝑣𝑣𝑜𝑛𝑟∈𝑉𝑂𝑁𝑅 . 𝜀𝑣𝑠

𝑣𝑣,𝑣𝑜𝑛𝑟 ≤

                                       𝐶𝑎𝑝𝑠        ∀𝑣𝑠 ∈ 𝑉𝑠                (1) 

 

  ∑ 𝜀𝑣𝑠
𝑣𝑣,𝑣𝑜𝑛𝑟

𝑣𝑣∈𝑉𝑣 ≤ 1      ∀𝑣𝑠 ∈  𝑉𝑠,  

                                ∀𝑣𝑜𝑛𝑟 ∈ 𝑉𝑂𝑁𝑅                   (2) 

 

   ∑ 𝜀𝑣𝑠
𝑣𝑣,𝑣𝑜𝑛𝑟

𝑣𝑠∈𝑉𝑠 = 1      ∀𝑣𝑣  𝑉𝑣, 

                                        ∀𝑣𝑜𝑛𝑟 ∈ 𝑉𝑂𝑁𝑅         (3) 

2.3.2. Link mapping phase 

After node mapping is satisfied in the first phase, 

the link mapping 𝑀𝑃𝐸:  𝐸𝑣 → 𝑃𝑃 provides a virtual 

link mapping function to a shortest physical path 𝑃𝑃 

which consist of one or more links between mapped 

nodes as in Eq. (4), such that: ∀ 𝑒𝑣 = (𝑖, 𝑗) ∈ 𝐸𝑣 

where 𝑒𝑣 is a virtual link connecting virtual nodes 𝑖 
and 𝑗 . Also, the virtual links are embedded on 

substrate paths that satisfy the constraint of 

bandwidth capacity 𝐵𝑠 represented by a number 𝑁 of 

frequency slots |𝐹𝑆𝑠|  and |𝐹𝑆𝑣|  is the requested 

frequency slots number as in Eq. (5) and Eq. (6) 

below: 

 

           𝑝𝑝 ≥  𝑒𝑠                ∀ 𝑒𝑠 ∈ 𝐸𝑠                       (4) 
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Table 1. Notations 

Parameter Description 

Gs Substrate network 

Vs Set of substrate nodes 

Es Set of substrate links 

s Source node 

d Destination node 

es Substrate link between two nodes 

Bs Available bandwidth capacity 

N Number of slots in substrate link 

FSs Substrate frequency slots 

Caps Substrate node capacity 

CPU Maximum node capacity 

PP Set of physical paths 

Ls Set of substrate link latency 

Lv Set of requested latency 

VONR Set of virtual optical network requests 

Gv Virtual network 

Vv Set of virtual nodes 

Ev Set of virtual links 

VMP Node mapping function 

EMP Link mapping function 

Capv Virtual node capacity 

|𝐹𝑆𝑠| Number of substrate frequency slots 

|𝐹𝑆𝑣| Number of requested frequency slots 

pp Physical path between s and d nodes 

|𝑝𝑝| Number of physical links in physical path 

Bv Requested virtual bandwidth 

𝑆𝑥,𝑥′ Continuity vector 

𝑠𝑖
𝑥,𝑥′ Element of continuity vector 

𝑥, 𝑥′ Representation of substate fiber links 

CNF Continuity factor 

SFL Substrate fiber link 

𝐶𝐺𝐹𝑥,𝑥′  Contiguity factor for substrate links 

|𝐸𝑠| Number of substrate fiber links 

LPP Physical path latency 

VNE Virtual network embedding 

𝑛𝑎𝑚𝑝(𝑝𝑝) Number of amplifiers on a lightpath  

 𝑓𝑠𝑝𝑎𝑛 Typical distance between two amplifiers 

𝐿𝑎𝑡𝑚𝑎𝑥 , 𝐿𝑎𝑡𝑚𝑖𝑛  
Minimum and maximum value of substrate 

links latencies in EON 

𝐿𝑛𝑜𝑟𝑚 Normalized latency 

𝐿𝑠(𝑠, 𝑑) 
Latency for substrate link between s and d 

nodes 

𝐶𝑁𝐹𝑣𝑠  Continuity factor for substrate node 

𝐶𝐺𝐹𝑣𝑠  Contiguity factor for substrate node 

𝑋𝑣𝑠
 

Set of substrate fiber links connected to 

substrate node 

𝑁𝐴𝑣𝑠  Node availability factor 

𝑁𝑃𝐹𝑝𝑝𝑖
 Node path influence factor of path ppi 

𝑆𝑊 Slot width (GHz) 
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FL 𝑥 1 1 0 1 1 1 0 0 1 1  

    FL 𝑥′ 1 0 1 1 1 0 0 1 1 1  

Figure. 2 Logical representations of substate fiber  

links 𝑥, 𝑥′ 
 

           𝐵𝑣(𝑒𝑣) ≤   𝐵𝑠(𝑒𝑠)                                       (5) 

 

           |𝐹𝑆𝑣| ≤  |𝐹𝑆𝑠|                                              (6) 

2.4 EON constraints 

To meet the bandwidth constraints, link mapping 

needs to ensure that the selected 𝐹𝑆𝑠 s must be 

contiguous and continuous along the selected 

physical path. Also, the link latency will be 

considered with previous constraints in a new node 

availability factor to be chosen for more efficient 

node mapping.  

2.4.1. Continuity and contiguity constraints 

The continuity vector can be defined as: 

 

       𝑆𝑥,𝑥′ = 𝑣𝑒𝑐𝑡𝑖=1…,𝑁{𝛿𝑥,𝑖
𝑣𝑠

 & 𝛿𝑥′,𝑖
𝑣𝑠

}               (7) 

                                               

where 𝑁  represents the total frequency slot 

number of each substrate fiber link (FL), 𝑖 =

(1 … , 𝑁) , 𝑥 = (1 … , |𝐸𝑠|) , 𝛿𝑣𝑠
 considered as the 

logical link connected to substrate node 𝑣𝑠. When the 

𝑖 th frequency slot in link 𝑥 th is available, 𝛿𝑥,𝑖
𝑣𝑠

= 1, 

otherwise, 𝛿𝑥,𝑖
𝑣𝑠

= 0 . After that, a vector with 𝑁 

length will obtained. The continuity vector obtained 

from Fig. 2 below, and the result is  𝑆𝑥,𝑥′ =

(1,0,0,1,1,0,0,0,1,1). The occupied frequency slots are 

represented with 0, while 1 represents the available 

frequency slots. 

A continuity factor (𝐶𝑁𝐹) can be defined as: 

 

   𝐶𝑁𝐹𝑥,𝑥′ = ∑{𝑆𝑥,𝑥′}                                   (8) 

                                                                     

𝐶𝑁𝐹 is a representation of summing all elements 

in vector 𝑆𝑥,𝑥′ . The spectrum continuity for the 

substrate fiber links (SFLs) could be measured by 

using continuity factor. Though, the good spectrum 

continuity for the substrate link does not mean having 

sufficient spectrum resources, so the second 

constraint which is contiguity must be considered, 

which is defined as:  

 

   𝐶𝐺𝐹𝑥,𝑥′ =
1

∑ |𝑠𝑖
𝑥,𝑥′−  𝑠𝑖−1

𝑥,𝑥′|𝑁
𝑖=2

                           (9)  

 

where 𝑠𝑖
𝑥,𝑥′

 represents the vector 𝑆𝑥,𝑥′  element. 

The degree of contiguous frequency slots factor for  
 

FL𝑥 1 1 1 1 0 0 1 1 1 0 

FL𝑥' 1 1 0 0 1 1 1 1 1 0 

(a) 

FL𝑥 1 0 1 1 1 1 0 1 1 1 

FL𝑥' 1 1 0 1 0 1 0 1 0 1 

(b) 

Figure. 3 The varying of aggregation degrees for free 

slots in a fiber link (a) and (b) 

 
Table 2. Node latency contribution in EON. 

Latency contributor Value 

OTN/FlexE elements (Lotn) Neglected 

Transponders (𝐿𝑡𝑥𝑝) 30 ns 

FEC (𝐿𝑓𝑒𝑐) 10 µs for std., 150 µs 

for super 

 
Table 3. Physical lightpath latency contribution in EON. 

Latency contributor Value 

Fiber propagation (𝐿𝑝𝑟𝑜𝑝) 4.9 µs/km 

Re-generators (𝐿𝑟𝑔𝑛) Not considered 

Amplifiers (𝐿𝑎𝑚𝑝) 150 𝑛𝑠 per unit 

CD compensation (𝐿𝑑𝑐𝑓) Not considered 

ROADMs and BV-OXCs (Lroadm) 30 𝑛𝑠 

 

not occupied slots represented by Eq. (9). The 

denominator of Eq. (9) represents the summation of 

difference between the adjacent elements of the 

continuity vector. The larger amount of the 

denominator means less contiguous frequency slots. 

Although in Fig. 3. (a) the continuity factor is the 

same as in Fig. 3. (b) (this implies that continuity 

resources of the spectrum are equal), contiguity factor 

in Fig.3. (a) is far superior to that in Fig.3. (b)., that 

means Fig.3. (b) has less consecutiveness slots than 

Fig.3. (a).  

2.4.2. Latency constraint  

The other important constraint which we take into 

consideration is the latency constraint, which must be 

satisfied in addition to the continuity and contiguity 

constraints during the embedding process. The 

latency contribution in the elastic optical network 

(EON) could be found in nodes and lightpaths as 

shown in Table 2, and Table 3.  

The total latency along a lightpath is calculated 

as: 

 

𝐿𝑃𝑃 = 𝐿𝑉 + 𝐿𝑝𝑎𝑡ℎ                                      (10)  

 

where 𝐿𝑉 is the latency contribution from a node 

given by: 

 

        𝐿𝑉 = 2(𝐿𝑡𝑥𝑝 + 𝐿𝑓𝑒𝑐)                                   (11)  

 



Received:  June 6, 2022.     Revised: August 19, 2022.                                                                                                     157 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.16 

 

and the path latency is given by: 

                                                      

        𝐿𝑝𝑎𝑡ℎ = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑝)𝐿𝑝𝑟𝑜𝑝 + 𝑛𝑎𝑚𝑝𝐿𝑎𝑚𝑝 +

                          (|𝑝𝑝| + 1)𝐿𝑟𝑜𝑎𝑑𝑚                             (12) 

                  

The total latency along the lightpath in Eq. (10) 

including both node and lightpath latencies will aid 

in determining the lightpaths that may be used for 

VNE. 𝐿𝑃𝑃 represents the physical path latency, |𝑝𝑝| 
is the number of physical link(s) along the lightpath, 

𝑛𝑎𝑚𝑝  represents the number of amplifiers on a 

lightpath 𝑝𝑝, 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑝) is the physical length of 

𝑝𝑝  in kilometer. The number of amplifiers on a 

lightpath 𝑝𝑝, 𝑛𝑎𝑚𝑝(𝑝𝑝) is ≈  ⌈𝑙𝑒𝑛𝑔𝑡ℎ(𝑝𝑝)  𝑓𝑠𝑝𝑎𝑛⁄ ⌉, 

where 𝑓𝑠𝑝𝑎𝑛 stands for typical distance between two 

amplifiers, which is called fiber span (in the vicinity 

of 80 kilometers) [25].  

 

      𝐿𝑣(𝑒𝑣) ≥ ∑ 𝐿𝑠(𝑒𝑠
 𝑒𝑠∈𝑝𝑝 (𝑀𝑃𝐸(𝑒𝑣)) )              (13) 

 

For every substrate fiber link in the physical path, 

it is essential to have no less than the same amount of 

virtual link resources. Furthermore, the total amount 

of latency for every physical path have to meet the 

latency requested by a virtual link. For a coming 

virtual optical network request (𝑉𝑂𝑁𝑅), meeting the 

spectrum continuity, contiguity, and link latency 

constraints is an essential requirement [1], otherwise, 

the request will be blocked. The latency for each 

substrate FL is calculated using Eq. (12), the value of 

delay for each virtual link in a virtual request is 

between the range of minimum and maximum value 

of substrate links latencies in EON which is denoted 

by [𝐿𝑎𝑡𝑚𝑎𝑥, 𝐿𝑎𝑡𝑚𝑖𝑛].  

2.5 Node-load resource balancing availability 

After the request arrived with specific demands 

of resources (CPU, bandwidth, latency), the first 

embedding phase performed is the node availability 

resources (Node Mapping phase). A suggested 

method to measure the best node to be mapped is to 

determine the influence of all ink resources 

connected with the node besides CPUs as follows: 

The availability of optical link connected to the 

node as load factor is given by: 

 

         𝐿𝑜𝑎𝑑𝑣𝑠 =
∑ (𝑁−∑ 𝛿𝑥,𝑖

𝑣𝑠𝑁
𝑖=1 )𝑋𝑣𝑠

𝑥=1

𝑁
                           (14)  

 

where 𝑋𝑣𝑠
are the fiber links connected to the 

substrate node, the link with heavy load has a large 

load factor. In another word more requests received 

and mapped to a FL means more load on the link. The 

link with a low load will accept more new requests 

which are good to reduce the number of blocked 

requests. 

The effect of latency is given by:  

 

          𝐿𝑛𝑜𝑟𝑚 =
(𝐿𝑎𝑡𝑚𝑎𝑥 − 𝐿𝑠(𝑠,𝑑))

(𝐿𝑎𝑡𝑚𝑎𝑥−𝐿𝑎𝑡𝑚𝑖𝑛)
                           (15) 

 

where 𝐿𝑛𝑜𝑟𝑚 normalized latency, 𝐿𝑠(𝑠, 𝑑) is the 

latency of the substrate fiber link connected between 

source 𝑠  and destination 𝑑  substrate nodes. The 

normalized latency factor  𝐿𝑛𝑜𝑟𝑚  is between the 

range [0, 1], where 1 is a representation of minimum 

latency for links and 0 represents the maximum 

latency of links [14]. 

The continuity factor of node 𝑣𝑠 is given by: 

 

         𝐶𝑁𝐹𝑣𝑠 =
∑ {𝐶𝑁𝐹

𝑥,𝑥′}𝑋𝑣𝑠

𝑥,𝑥′∈𝑋𝑣𝑠
,𝑥≠𝑥′

𝑋𝑣𝑠
.(𝑋𝑣𝑠

−1)/2
                   (16) 

 

The contiguity factor of node 𝑣𝑠 is given by: 

 

         𝐶𝐺𝐹𝑣𝑠 =
∑ {𝐶𝐺𝑘,𝑘′}𝑋𝑣𝑠

𝑥,𝑥′∈𝑋𝑣𝑠
,𝑥≠𝑥′

𝑋𝑣𝑠
.(𝑋𝑣𝑠

−1)/2
                      (17) 

 

To determine the best nodes to be chosen for the 

node mapping phase, all four factors above are jointly 

measured in addition to the CPU resources and 

represented in a new factor called Node Availability 

factor (NA), given by: 

 

             𝑁𝐴𝑣𝑠 =
𝐶𝑎𝑝(𝑣𝑠)

𝐶𝑎𝑝(𝑣𝑚𝑎𝑥
𝑠 )

 .
𝐶𝑁𝐹𝑣𝑠

𝑁
. 𝐶𝐺𝐹𝑣𝑠. 

                         
1

𝐿𝑜𝑎𝑑𝑣𝑠+1
 .

1

𝐿𝑛𝑜𝑟𝑚+1
                       (18) 

 

𝐶𝑎𝑝(𝑣𝑚𝑎𝑥
𝑠 )  and 𝑁  are used to normalize the 

variables. To avoid the 0 of the denominators, 1 was 

added in both load and latency terms in Eq. (18). 

When virtual links are mapping, the changing in node 

availability rank was considered. By assuming the 

virtual link is mapped on the substrate path 𝑝𝑝𝑖 , 

which consist of one or more FLs and many substrate 

nodes which represented by 𝑦1, … , 𝑦𝑛−1  and 

𝑧1, … , 𝑧𝑛, respectively, 𝑛 is the number of substrate 

nodes along the path,  𝑗 is an integer real number 𝑗 =
1 … , 𝑛. The node path influence factor (NPF) is given 

by: 

 

        𝑁𝑃𝐹𝑝𝑝𝑖
= ∑

𝑁𝐴𝑧𝑗
− 𝑁𝐴𝑧𝑗

𝑝𝑝𝑖

𝑁𝐴𝑧𝑗

𝑛
𝑗=1                          (19) 

 

where 𝑁𝑃𝐹𝑝𝑝𝑖
 is the node path influence factor of 

path 𝑝𝑝𝑖. 𝑁𝐴𝑧𝑗 represents the availability rank of the 
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node 𝑧𝑗 and 𝑁𝐴𝑧𝑗
𝑝𝑝𝑖

is the availability rank for the node 

𝑧𝑗 if the node 𝑧𝑗 is included in the path 𝑝𝑝𝑖. Eq. (19) 

determines the different values of node availability 

rank. In link mapping phase k-shortest paths first 

found between the chosen substrate nodes, the node 

that has the lowest node path influence factor will be 

chosen for virtual link mapping. In other words, the 

link mapping phase has the minor impact on the 

substrate nodes resources. When the virtual network 

request arrives in the future, the substrate nodes will 

still have adequate resources to map.  

The objective equation is given by:  

 

      𝐿 =

𝑚𝑖𝑛 ∑ ∑ 𝜎𝑒𝑠𝑒𝑠∈𝐸𝑠𝑒𝑣∈𝐸𝑣 . (𝑁 ∑ 𝛿𝑒𝑠,𝑖
𝑒𝑣𝑁

𝑖=1 )             

                            + ∑ ∑ 𝑁𝑃𝐹𝑝𝑝𝑖
𝑒𝑣𝑝𝑝

𝑖=1𝑒𝑣∈𝐸𝑣              (20) 

 

where 𝜎𝑒𝑠  is Boolean variable. 𝜎𝑒𝑠= 1 when FL 

𝑒𝑠 is a part of the spectrum path 𝑝𝑝𝑖, otherwise, 𝜎𝑒𝑠  

= 0. 

There are two main objectives for adding the 

node-load resource balancing factor: First, is to 

minimize the blocking probability during the 

embedding process because the node selection will 

obey a new search restrictions based on all resources 

added to the node (no. of connected links, link 

bandwidth, load of available bandwidth in each link). 

While the selection in other studies were based only 

in the node load (CPU resources) without considering 

the link bandwidth connected to it. Secondly, another 

additional factor was inserted in this selection 

mechanism, which is the latency of each attached link 

(after latency computation), together with node 

latency contribution. According to that, the blocking 

probability of future VONRs can be minimized by 

taking into account the node path influence factor. 

3. Evaluation parameters  

3.1.1. Blocking probability 

The important factor to be tasted and compared 

between the two network topologies is the blocking 

probability. It defined as the ratio of rejected requests 

(RJ) summation over the total number of VONRs 

(|𝑉𝑂𝑁𝑅|) during the unit time, which is given by 

[26]: 

 

  𝐵𝑃 =
∑ 𝑅𝐽

|𝑉𝑂𝑁𝑅|
                                         (21) 

3.1.2. Node utilization 

Node utilization (NU) is defined by the 

summation of the occupied CPU resource in the 

substrate node from embedded VON requests divided 

by the total amount of CPU resource capacity of the 

substrate optical network [27], and can be written as: 

 

 𝑁𝑈 =
∑ ∑ ∑ 𝐶𝐴𝑃𝑣.𝜀

𝑣𝑠
𝑣𝑣,𝑣𝑜𝑟

𝑣𝑣∈𝑉𝑣𝑣𝑜𝑟∈𝑉𝑂𝑅𝑣𝑠∈𝑉𝑠

∑ 𝐶𝐴𝑃𝑠
𝑣𝑠∈𝑉𝑠

          (22) 

3.1.3. Spectrum utilization 

Spectrum utilization (SU) is defined by the 

summation of the occupied frequency slots 𝐹𝑆𝑣(𝑠) 

from substrate fiber link FL for the embedded 

VONRs divided by the total amount of 𝐹𝑆𝑠  of the 

substrate FL in the substrate network [27], which can 

be written as: 

              

 𝑆𝑈 =
∑ ∑ ∑  𝐹𝑆𝑣.𝑒𝑣∈𝐸𝑣  𝜔

𝑒𝑠
𝑒𝑣,𝑣𝑜𝑟

𝑣𝑜𝑟∈𝑉𝑂𝑅𝑒𝑠∈𝐸𝑠

∑ 𝐹𝑆𝑠
𝑒𝑠∈𝐸𝑠

              (23) 

 

where 𝜔𝑒𝑠
𝑒𝑣,𝑣𝑜𝑟

 is a binary variable. When a virtual 

link of a virtual optical request 𝑣𝑜𝑟  is mapped on 

substrate path, 𝜔𝑒𝑠
𝑒𝑣,𝑣𝑜𝑟 = 1, Otherwise equal 0. 

3.1.4. Frequency slots occupation 

The number of available frequency slots |𝐹𝑆| for 

a bandwidth 𝐵𝑠  with a certain capacity of optical 

fiber link is given by [28]: 

 

   |𝐹𝑆| =  
𝐵𝑠(𝐺𝐻𝑧)

𝑆𝑊 (𝐺𝐻𝑧)
                                       (24)          

 

where 𝑆𝑊 represents the 𝐹𝑆 width (equal to 

12.5 𝐺𝐻𝑧). The number of occupied frequency slots 
|𝑂𝐹𝑆|  which achieves the requested bandwidth 

demands 𝐵𝑣 is given by [28]: 

 

    |𝑂𝐹𝑆| =  ⌈
𝐵𝑣(𝐺𝐻𝑧)

𝑆𝑊 (𝐺𝐻𝑧)
⌉                                 (25) 

       

where ⌈. ⌉, is the next higher integer number. Eq. 

(26) below represents the vector which its elements 

are the ratio between the occupied and demanded 

frequency slots. 

 

    𝑠𝑙𝑜𝑡𝑠 𝑟𝑎𝑡𝑖𝑜 =  
∑ 𝐹𝑆𝑠 .  𝜖 

∑ 𝐹𝑆𝑣                            (26) 

   

The occupied frequency slots ratio (OFSR) could 

be written as: 

 

   𝑂𝐹𝑆𝑅 =  
∑ 𝑠𝑙𝑜𝑡𝑠 𝑟𝑎𝑡𝑖𝑜

|𝑠𝑙𝑜𝑡𝑠 𝑟𝑎𝑡𝑖𝑜|
                                 (27) 

 

where |𝑠𝑙𝑜𝑡𝑠 𝑟𝑎𝑡𝑖𝑜|  represents the number of 

elements in 𝑠𝑙𝑜𝑡𝑠 𝑟𝑎𝑡𝑖𝑜 vector.      
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Algorithm 1: Node mapping 

Input: Virtual Optical Network Request           

𝑉𝑂𝑁𝑅 (𝐺𝑣), Substrat Network 𝐺𝑠; 

Output: Node Mapping 𝑀𝑃𝑉; 

1: find NA for each 𝑣𝑠 in 𝐺𝑠; 

2: erase tabu list; // initiate tabu list; 

3: 𝑊 ← sort virtual nodes randomly; 

4: for 𝑖 = 0 to 𝑖 = |𝑊| − 1 do 

5: # virtual nodes mapping. 

6:    probability calculation according to NA; 

7:    after mapping virtual node on substrate node 

put        the chosen substrate 

8:    node in tabu list; 

9:    if node mapping fails then 

10:     𝐺𝑣is blocked; 

11:   end if 

12: end for    

4. Embedding algorithms 

4.1 Node mapping algorithm 

The node availability for all substrate nodes in the 

optical network is determined in node mapping phase. 

When the virtual node is mapped on a substrate node 

that fulfills the conditions, a list of reserved substrate 

nodes is initiated to avoid using the same node for 

another node mapping in the same VONR. The link 

mapping phase will be calculated if and only if the 

request meets all conditions for node mapping. 

Otherwise, the request will be blocked. The node 

mapping process is explained in algorithm 1. 

4.2 Link mapping algorithm 

In link mapping phase as explained in algorithm 

2, the k-shortest path is computed including latency, 

between source and destination substrate nodes that 

are chosen for node mapping. For efficiency's sake, 

the substrate fiber links which have not enough 

frequency slots will be blocked before doing the 

calculation of the shortest path. If the process of 

finding the shortest path between two substrate nodes 

that satisfies the virtual link demand for bandwidth 

and latency constraints was impossible, then the 

𝑉𝑂𝑁𝑅 is rejected. Simply in this phase the shortest 

path which has the minimum latency among the 

substrate nodes will be chosen, to reduce resource 

utilization. 

5. Results and discussion  

The performance has been extensively evaluated 

for the virtual optical network embedding through 

four optimization methods. The performance was 

evaluated and compared to find the best optimization  
 

Algorithm 2: Link mapping 

Input: Virtual Optical Network Request 𝑉𝑁𝑂𝑅 (𝐺𝑣),  

             Substrate Network 𝐺𝑠; 

Output: Link Mapping 𝑀𝑃𝐸; 

1: 𝑀𝑃𝐸 ← 0; 

2: 𝑙𝑖𝑛𝑘 _ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 ← 𝑡𝑟𝑢𝑒;  

2: for all virtual links 𝑒𝑣 = (𝑖, 𝑗) ∈ 𝐸𝑣 

3:      # reject links in 𝐺𝑠 that do have not enough 

4:      # bandwidth 

5:      for all 𝑝ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑙𝑖𝑛𝑘𝑠 𝑒𝑠  ∈  𝐸𝑠 do 

6:             if  𝐵𝑣(𝑒𝑣)  >  𝐵𝑠(𝑒𝑠) then  

7:                 reject links 𝑒𝑠  ∈  𝐸𝑠; 

8:             end if  

9:       end for 

10:       determine the shortest path 𝑝𝑝 (𝑀𝑃𝑉(𝑖), 𝑀𝑃𝑉(𝑗))  

11:           between the two nodes  𝑀𝑃𝑉(𝑖) and 𝑀𝑃𝑉(𝑗)  

                 in 𝐺𝑠 with latency consideration; 

12:        # if the shortest path including latency calculation 

13:        # was found and matched the 𝑉𝑂𝑅 for latency 

14:        # constraint demands  

15:      if  |𝑝𝑝 (𝑀𝑃𝑉(𝑖), 𝑀𝑃𝑉(𝑗))|  ≠ 0 and 

                 𝑝𝑝 (𝑀𝑃𝑉(𝑖), 𝑀𝑃𝑉(𝑗)) .  𝑠𝑢𝑚_𝐿𝑠 ≤

𝐿𝑣(𝑒𝑣) then 

16:           # mapping process 

17:           𝑀𝑃𝐸(𝑖 𝑗) ←  𝑝𝑝 (𝑀𝑃𝑉(𝑖), 𝑀𝑃𝑉(𝑗));  

18:           update the bandwidth 𝐵𝑠 of the substrate  

                    links (𝑒𝑠)s involved in 𝐺𝑠; 

19:       else 

20:       𝑙𝑖𝑛𝑘 _ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 ← 𝑓𝑎𝑙𝑠𝑒;  

21:          the 𝑉𝑂𝑁𝑅 is marked as blocked; 

22:           break; 

23:       end if 

24: end for 

25: if 𝑙𝑖𝑛𝑘 _ 𝑚𝑎𝑝𝑝𝑖𝑛𝑔 ← 𝑓𝑎𝑙𝑠𝑒 then 

26:     undo bandwidth 𝐵𝑠 and CPU resources updates 

            in 𝐺𝑠; 

27: end if   

 

method result for virtual optical network embedding 

(VONE). Two optical network topologies national 

science foundation network (NSFNET) 14-nodes 21-

links for small scale simulation, and 24- nodes 43-

links USNET for large scale simulations in Fig. 4, 

were used as the substrate physical platform. The 

simulations were done by using MATLAB R2019a 

under Windows10 operating system for P.C. with 

processor Intel(R) Core (TM) i7-8550U CPU @ 

1.80GHz   1.99 GHz, RAM 16.0 GB. 

The optimization methods are; alignment and 

consecutiveness-aware virtual network embedding 

(ACT-VNE), the local resource capacity and the 

shortest path first fit (LRC-SP-FF), greedy algorithm 

and the shortest path first fit (Greedy-SP-FF), load 

and resource-aware based on ant colony optimization  
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(a) 

 
(b) 

Figure 4. Network topologies: (a) 14 nodes, 21 link 

NSFNET topology and (b) 24 nodes, 43 link USNET 

topology 

 
Table 3. Simulation parameters 

Parameter NSFNET USNET 

Substrate fiber link number 21 43 

Substrate node number 14 24 

Computing unit capacity in a 

physical node (CPU) 

400 units 400 units 

Frequency slots no. for each 

SFL (BW capacity) 

200 200 

Computing unit capacity in a 

virtual node (CPU) 

[1-3] 

units 

[1-3] 

units 

Frequency slots no. for each 

virtual link 

[1-5] [1-5] 

Number of virtual nodes in 

virtual optical network 

[2-5] [2-5] 

Latency for a virtual link (ms) [20-50] [20-50] 

 

(LRA-ACO). The simulation parameters used are 

shown in Table 3.  

Each frequency slot has a bandwidth granularity 

of 12.5𝐺𝐻𝑧, so the total bandwidth for each SFL is 

2.5𝑇𝐻𝑧. BPSK modulation was assumed to be used 

in the lightpath. The virtual optical network requests  
 

 
(a) 

 
(b) 

Figure. 5 Load Balancing: (a) NSFNET and (b) USNET 

 

(VONRs) arrival process is assumed to obey a 

Poisson process with rate 𝜆 , each request has an 

exponential lifetime with an average 𝜇. The VONRs 

are generated with random demands for the virtual 

nodes and their CPUs in each one, FSs number, and 

latency of each virtual link. Virtual nodes are 

connected randomly to form a virtual optical network 

with a probability of 𝑝. The comparison of results 

was made between NSFNET and USNET topologies 

with and without latency limitation, and for existing 

work in NSFNET without latency in [23]. Many 

metrics were used to determine the effect of EONs 

constraints on both topologies. After running the 

simulation program, the average number of arrived 

requests was around 7500 requests during a time units. 

More than 50 runs for each network topology were 

performed. 

Fig. 5, represents the link-load balance variation 

for both NSFNET (Fig. 5.a) and USNET (Fig. 5.b) 

topologies. NSFNET results are almost similar to  
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(a)

 
(b) 

Figure. 6 Blocking probability: (a) NSFNET and (b) 

USNET 

 
Table 4. comparison of optimization methods for 

NSFNET 

Optimization 

method 

Success 

requests no. 

without latency  

Success 

requests no. 

with latency  

LRA-ACO 5700 2766 

LRC-SP-FF 5544 2757 

Greedy-SP-FF 5500 2744 

ACT-VNE 4914 2688 

 

Table 5. Comparison of optimization methods for 

USNET. 

Optimization 

method 

Success 

requests no. 

without latency  

Success 

requests no. 

with latency  

LRA-ACO 6665 4429 

Greedy-SP-FF  6568 4358 

LRC-SP-FF 6404 4231 

ACT-VNE 6002 4299 

 

[23] for non-latency case, but the latency case 

experiences a distinguishable reduction of about 

30 % (from 0.15 to around 0.05). When comparing 

the optimization methods, the LRA-ACO 

performance gave mostly the same results in [23] for 

non-latency NSFNET case. This performance comes 

from considering the load balance in the virtual node 

and virtual link mapping. The ACT-VNE has the 

worst performance exceeding a 0.35 value. Including 

latency alters the difference between the optimization 

methods performance, but LRA-ACO still has the 

lowest link-load balance value.  

Results for USNET (Fig. 5.b) showed 

approximately similar behavior for non-latency case 

as NSFNET (0.1-0.4). LRA-ACO also showed the 

best link-load balance in both cases. Adding latency 

influenced both networks by decreasing the load-link 

balance along with all traffic loads. In this approach, 

the FL with the minimum load balance factor will be 

chosen for link mapping, to minimize the occupied 

FSs.  

Fig. 6.a, compares the BP in NSFNET. Also, 

LRA-ACO revealed the best BP, noticing values 

approximately like [23] for the non-latency case. For 

latency case the BP for all methods increased by 

approximately 50 %. The difference in the efficiency 

of the four optimization methods is less 

distinguishable for the latency, maintaining an 

advantageous BP values for LRA-ACO.  

There is a distinguishable decrease in the 𝐵𝑃 

range in USNET for both cases (with and without 

latency) compared to NSFNET e.g., in Fig. 6.b at the 

traffic load (60) the decrease in 𝐵𝑃 average value is 

more than 50 % compared to Fig. 6.a (from 0.5 in 

NSFNET to 0.2 in USNET) for the latency case. It is 

clear that the abundance of resources in USNET lead 

to an increase in accepted requests at the expense of 

rejected ones which as a result reduced the BP.  

Also, for both network topologies, there is 

approximately 50 % increase in 𝐵𝑃 values between 

the results with latency as compared to the non-

latency case. This increase is due to adding additional 

constraint represented by latency besides the existing 

ones (contiguity and continuity). Constraints in 

EONs are already difficult to achieve in embedding 

process. When the complexity increased by adding 

another condition, this leads to limiting the choices 

for mapping. Table 4, and Table 5 represent a 

comparison for accepted requests number between 

the optimization methods to both topologies in both 

cases.  

For resource utilization in both networks with 

both cases (non-latency and latency) Eq. (22) and Eq. 

(23) were used for node and link utilization 

respectively. Fig. 7.a shows the node utilization for 

NSFNET. The utilization for all optimization 

methods lies within the boundary of (0.3-1) for non- 
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(a) 

 
(b) 

Figure. 7 Node Utilization: (a) NSFNET and (b) USNET 

 

latency case. LRA-ACO have different response 

along the traffic load recording the lowest node 

utilization. For latency case, the node utilization 

average value was markedly reduced for all 

optimization methods (≤0.3). The effect of adding 

latency was approximately of equal influence on all 

traffic loads. For USNET (Fig. 7.b), Adding latency 

reduced clearly the node utilization. Relating to BP 

(Fig. 6), the impact of that behavior can be 

distinguished (specially after the 70 traffic load point) 

causing an increase in the BP.  

Fig. 8 illustrates the spectrum utilization for both 

scenarios in both topologies. A better spectrum 

utilization is obtained with the LRA-ACO for both 

cases of latency, with the fact that for latency case the 

spectrum utilization range is reduced compared to 

non-latency for all optimization methods in both 

network topologies. In both Fig. 8.a and Fig. 8.b, the 

effect of latency causes less spectrum utilization in 

both networks for all optimization methods, which 

means increasing in BP. Ideally the resources are all 

used when the NU and SU values equal to 1, that 

means all VONRs are accepted. So, when NU and SU  
 

 
(a) 

 
(b) 

Figure. 8 Spectrum utilization: (a) NSFNET and (b) 

USNET 

 

equal or less than 1, leads to reduce BP value. 

Including latency is clear on reducing values of NU 

and SU for both NSFNET and USNET topologies, 

but it is clearer in USNET which it peaks values 

reduced more. The resource utilization peak values in 

USNET are higher in values means more accepted 

requests. 

In Fig. 9.a and Fig. 9.b for NSFNET and USNET 

respectively, the first four bars represent the occupied 

frequency slots ratio (OFSR) without latency 

constraint and the second four bars represent the ratio 

with latency for both topologies. The difference 

between optimization methods performance was 

clear in NSFNET. In comparison with literature (as 

in [23]), there is difference in highest value reached 

for OFSR for all optimization methods, but still LRA-

ACO leads to better performance. The difference in 

results comes from difference in resource capacities. 

When latency considered, OFSR for Greedy-SP-FF 

was the highest (except at 60 and 100 load, slightly 

better than LRC-SP-FF).    

Adding latency effect diminished the OFSR using 

all optimization methods. The maximum OFSR value 

in USNET (Fig. 9.b) on average was higher than  
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(b) 

Figure. 9 Ratio for occupied frequency slots: (a) 

NSFNET and (b) USNET 

 

recognized in NSFNET for latency and non-latency 

cases; while the maximum OFSR does not exceed 0.8 

in NSFNET for both cases. In USNET it was between 

(0.8 – 0.9) for LRA-ACO method. 

6. Conclusions  

Due to the increased demand for low-latency 

service, an analytical model was presented to add 

latency effect in the VONE over EONs. A new 

extended link-load balance formulation was obtained 

after adding the latency contribution. 

Latency is evaluated in two network topologies, 

the results are obtained and compared using four 

optimization methods. Adding latency constraint 

overload both network topologies (NSFNET and 

USNET), affecting different metrics i.e., BP, 

resource utilization, frequency slots occupation, and 

load balance, showing a distinguishable decrease in 

load balance as compared to other researches that 

have not considered latency constraint. Also, latency 

adds more complexity to the embedding process in 

addition to the complexity of spectrum allocation 

process. The reduction in success requests was clear 

from the results. 

USNET topology had more flexible BP as a result 

of doubling resources (nodes, links) which leads to 

more acceptance rate of requests compared to the 

NSFNET network. It was clear that its OFSR was 

better for both cases (with and without latency effect). 

Minimizing the occupied frequency slots leads to 

reduce BP. This reduction is caused by the abundance 

of available FSs along the fiber links to accept new 

incoming VONRs. 

Finally, LRA-ACO proved to be the most 

efficient approach in accommodating the additional 

load along with the traffic load for both topologies. It 

ameliorated all analyzed metrics used to study the 

performance of both topologies.  
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