
Received: July 26, 2022.     Revised: September 22, 2022.                                                                                               511 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.46 

 

 
Enhanced Content-Based Image Retrieval with Trio-Deep Feature Extractors 

with Multi-Similarity Function 

 

G. Krishna Raju1*          P. Padmanabham2          A. Govardhan3 

 
1Media & Communication Arts Department, Matrusri PG College, Hyderabad, India 

2Bharat Engineering College, Hyderabad, India 
3Computer Science and Engineering Department, Rector JNT University Hyderabad, India 

* Corresponding author’s Email: Krishnashu1818@gmail.com 

 

 
Abstract: Introduction of the World Wide Web (WWW) and progressions in the field of multimedia and computer 

technology have enlarged the amount of image collections and databases including art galleries, digital libraries, and 

medical imageries that extend to millions of images. From these large-scale datasets, the retrieval procedure of 

images is carried out by classical approaches like chi square distance, colour histogram and text-based image 

retrieval, which however requires more time for getting the desired images. Thus, there is a need of proposing an 

effective retrieval system for images by handling these large numbers of images. For this reason, a new Content-

Based Image Retrieval (CBIR) system has been implemented in this paper for retrieving the desired images of users 

from the collected images. Initially, different kinds of images like medical images, texture images, and 

environmental images etc., are collected from the standard image database. The deep feature extraction using Visual 

Geometry Group network (VGG-16), Inception v3, and Xception are used to get the features of all the images in the 

database. The parameters in these three deep learning techniques are tuned with an enhanced optimization algorithm 

of Modified Bypass-Rider Optimization Algorithm (MB-ROA). The features from VGG16, Inception and Xception 

are used for optimal weighted fused feature selection using enhanced ROA under training phase. During testing with 

query images, it undergoes deep feature extraction with the same set of techniques and, then fed into the optimal 

weighted fused feature selection to get the features of query image. Then, the multi-similarity function considering 

the cosine, Euclidean and Jaccard similarity are checked between the optimal features of database images and query 

image. The database images with the minimum similarity with the query image are retrieved from the database. The 

overall precision and recall to retrieve the top ten images related to the provided query image from the Corel dataset 

are 77.25% and 76.89%, respectively, while 70.15% and 70.26%, respectively from the VisTex dataset. The 

experimental findings show that the recommended model is effective at retrieving images from the database. 

Keywords: Content based image retrieval, Trio-deep feature extractors with multi-similarity function, VGG16, 

Inception, Xception, Cosine, Euclidean, Jaccard similarity, Modified bypass-rider optimization algorithm. 

 

 

1. Introduction 

CBIR models demonstrate the procedure of 

getting images appropriate to a query image from a 

huge number of visual contents [1]. It has to search 

the feature representations of image for retrieving a 

ranked collection of images regarding similarity to 

the query illustration [2, 3]. A major problem 

correlated with CBIR is to get the noteworthy 

information from raw data for eliminating the 

semantic gap [4]. It shows the variation among the 

higher-level representations of the images and low-

level concepts [5]. The existing research works aim 

to work on primitive features for showing the image 

information regarding shape, texture and color. The 

most of existing works have been described the way 

of exploring the semantic rich image representations 

[6]. Some of the works combined bag-of-words 

models with local descriptors like Scale Invariant 

Feature Transform (SIFT), Vector of Locally 

Aggregated Descriptors (VLAD) and the fisher 

vector descriptors [7]. 
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The two major factors like similarity 

measurement and feature representation are taken 

for the design of the CBIR program [7]. Various 

techniques have been implemented in CBIR 

research owing to differentiation among the low-

resolution image pixels attained by high level 

human sensing and machines [8]. This issue is taken 

as the basic problem for intelligence due to the high-

level inspection that helps to train and build 

intelligent machines as humans to perform real-

world tasks [9]. The traditional approaches focus on 

discovering the corresponding pictures by taking the 

image features, in which some works build 

mathematical models for calculating the similarity 

of feature among images [10]. A specific model 

extracts feature factors including partial, texture, or 

color regions [11]. Though, the image feature 

factors do not broadly extracted in the mathematical 

models. For this reason, Local Binary Pattern (LBP) 

algorithm is used that relies upon image texture 

however, it shows bad performance in terms of color 

matching [12]. In the field of CBIR, various 

research works have aimed to address the retrieval 

outcomes, which can completely state high level 

semantic theories concerning to the feature 

description with low-level image content. Though, 

the results of image retrieval methods frequently 

drop under the expectations of users. 

CBIR techniques often use machine learning 

techniques for solving the aforementioned issues 

and to reach the appropriate results. In recent 

decades, various machine learning approaches have 

observed more advancement [13]. They focus on 

demonstrating the high-quality data extraction with 

the aid of deep implementation approaches, which 

has designed with various offline parameters. Deep 

learning models learn features by discovering deep 

design frameworks at different levels of creativity 

from data. It uses complex functions to directly map 

input data to output without relying on human-made 

features [14]. The deep learning approaches have 

gained tremendous success in recent days 

specifically for retrieval tasks for images. Although, 

the various researches have been done with help of 

deep learning techniques in various image 

classification and recognition tasks in computer 

vision, there is not adequate focus on prioritizing the 

CBIR applications [15]. Deep learning techniques 

like Convolution Neural Network (CNN) model is 

trained enhancing the efficacy of feature learning by 

saving time and for improving the limitations of 

classical mathematical models [16]. The image 

retrieval tasks suffer from reducing the semantic gap 

among similarity analysis for human visual 

semantics [17]. It is performed by considering the 

semantically similar patterns among the similar 

group, and manually deleted irrelevant and noisy 

information in images. These challenges on CBIR 

and progressions on deep learning encourage us to 

implement a new CBIR model. 

The highlights of the designed CBIR model are 

listed here. 

• To implement an enhanced CBIR scheme with 
trio-deep feature extractors for enhancing the 
efficiency of retrieved images. 

• To get the deep features from both gathered input 
images and also query images through utilizing 
the deep learning techniques like VGG16, 
Inception V3 and Xception networks. Rather 
than using general feature extractors, the deep 
learning techniques get more unique and high-
level features. This trio-deep feature extraction 
helps in maximization of CBIR performance.    

• To propose a new MB-ROA technique for 
selecting the optimal and fused set of image 
features under training phase from the gathered 
deep features and also for choosing the optimal 
weighted fused feature selection to get the 
features of query image. This optimal deep 
feature extraction increases the performance of 
CBIR in terms of standard performance metrics. 

• To retrieve the CBIR images by considering the 
query images with the help of multi-similarity 
function concerning with cosine, Euclidean and 
Jaccard similarity measures. 

• To analyze the efficacy of the designed CBIR 
model among the retrieved and query images 
with standard evaluation measures by 
comparing with traditional approaches. 
The “remaining sections of the designed model” 

are given here. Section 2 studies the existing 

research works. Section 3 suggests the CBIR model 

using trio-based deep feature extraction. Section 4 

proposes a trio-based “deep feature extraction” with 

optimal weighted fused feature selection. Section 5 

recommends the development of novel multi-

similarity function for enhanced CBIR model with 

meta-heuristic algorithm. Section 6 “evaluates the 

results. Section 7 gives conclusion” to this paper. 

2.  Existing research works 

2.1 Related works 

In 2017, Liu et al. [18] have implemented an 

efficient image retrieval approach through 

integrating low-level features from “Dot-Diffused 

Block Truncation Coding (DDBTC)” and the high-

level features from CNN model. The high-level 

features like human perception were efficiently 

captured by CNN whereas low-level features such 
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as color and texture were built by vector 

quantization-indexed histogram captured from 

maximum, minimum quantizers and DDBTC bitmap. 

The fusion of the CNN and DDBTC features used to 

improve the overall retrieval rate by similarity 

reweighting, dimension reduction, and two-layer 

codebook. Various datasets were examined in this 

model by determining two measures. As noticed in 

the evaluation, the designed approaches have 

accomplished noteworthy efficiency regarding the 

retrieval rate by comparing with the traditional 

approaches with either high- or low- level features. 

In 2019, Swati et al. [19] have suggested a deep 

VGG19-CNN-derived feature extraction scheme and 

used closed-form metric learning for measuring the 

similarity among the database and query images. 

Moreover, a block-wise fine-tuning scheme and the 

transfer learning were utilized for enhancing the 

efficiency of retrieval. The experiments were done 

on CE-MRI dataset. This dataset has included 

various classes of brain tumors which were gathered 

from 233 patients. They have not utilized any 

handcrafted features, and so, it does not need higher 

pre-processing. This model has evaluated on 

fivefold cross-validation and shown the higher 

average precision compared to traditional methods. 

In 2019, Liu et al. [20] have implemented an 

intelligent framework for offering secure CBIR 

framework to carry out the image retrieval task on 

the cloud without interacting the user’s constant. 

They have extracted the deep features from the 

images through pre-trained deep CNN model called 

VGG-16. The lattice-based homomorphic strategy 

was used for concealing the information about the 

network. The recommended system has applied a 

“secure image similarity scoring protocol” that has 

facilitated the cloud servers for comparing two 

images without requiring deep features of any 

information. The experimental and comprehensive 

outcomes have demonstrated that the designed 

scheme was accurate and efficient. 

In 2018, Tzelepi and Tefas [21] have adopted a 

CBIR scheme to learn most effective convolutional 

illustrations for producing most competent compact 

descriptors of images. They have enhanced the 

memory requirements and the retrieval efficiency 

based on accessible information. This designed 

approach has used three basic model retraining 

techniques: relevance feedback-based retraining, 

fully unsupervised retraining and retraining with 

relevance information. The efficiency of the 

designed retrieval model has outperformed others in 

evaluating the entire datasets. 

In 2022, Reena and Ameera [22] have 

recommended a CBIR model with feature extraction 

using deep learning technique and feature reduction 

by a classical learning approach for retrieving the 

same images from a database for assisting initial or 

early lymphoma detection. A pre-trained network 

termed ResNet-101 was used for extracting the 

images features for distinguishing various classes of 

cells. This model has used data augmentation for 

solving the class imbalance issue through over-

sampling the training data. Next, they have gathered 

deep learning features and further, the discriminant 

features were selected by dimensionality reduction 

techniques for performing the retrieval of images. 

The most eminent similarity measure called 

Euclidean distance was utilized for retrieving the 

equivalent images from the database. The 

performance analysis was done on gathered 

microscopic blood image dataset. The performance 

analysis has confirmed that the recommended model 

has verified superior performance regarding 

effectiveness and practicability. 

In 2022, Zhang et al. [23] have implemented a 

new CBIR model through a Convolutional Siamese 

Neural Network (CSNN). Initially, the lesion 

patches were taken from the images for composing 

the NMTB and LC datasets and then, a patch-pair 

dataset was formed. Secondly, a CSNN was trained 

by using patch-pair dataset. Thirdly, a query was 

taken as a test patch. Further, the trained CSNN was 

utilized for computing the distance among the 20 

patches in both datasets and formed query. The 

majority voting was used for performing the final 

prediction by taking the patches closest to the query. 

The designed CBIR-CSNN was trained and tested 

on a dataset with 719 patients and also on external 

dataset with 30 patients. The recommended CBIR-

CSNN accurately discriminated LC from NMTB 

through Computerized Tomography (CT) images.  

In 2021, Desai et al. [24] designed CBIR system 

to retrieve the desired user images from the gathered 

images. This framework adopted Support Vector 

Machine (SVM) and CNN to perform fast image 

retrieval task. The noteworthy features were 

extracted using CNN, and the SVM was applied for 

classification task. At last, the results showed the 

robustness of the recommended model over others. 

In 2021, Thi et al. [25] have adopted a novel 

approach for medical image retrieval tasks through 

deep learning and salient regions. They have utilized 

two stages like an online task and offline task, where 

the local object features from the medical images are 

done by offline task whereas the CBIR in database 

was carried out by an online task. Initially, by 

considering the intensity, texture and shape features 

were gathered as local object features from the 

medical images through deep learning used in 



Received: July 26, 2022.     Revised: September 22, 2022.                                                                                               514 

International Journal of Intelligent Engineering and Systems, Vol.15, No.6, 2022           DOI: 10.22266/ijies2022.1231.46 

 

saliency of decomposition. In the second stage, 

CBIR with online task was carried out. Most similar 

images were retrieved by this system along with 

user given query images as an input through 

determining the similarity evaluation. The 

experimentation was done through measures like 

recall and precision metrics. 

2.2 Problem definition 

CBIR is considered as the significant problem in 

the field of computer vision. Recently, different 

works are developed with the help of labelled 

images. But, it is cost efficient, less feasible and 

time consuming while applying it in various 

applications. Therefore, many CBIR models are 

implemented for rectifying these challenges, and 

some of them are depicted in Table 1. CNN [18] 

ensures the high retrieval rate and minimum 

matching time of the features. But, it does not 

produce competitive efficiency while estimating 

with the textural datasets. Deep CNN VGG19 [19] 

is highly efficient in computation and memory 

owing to its lower dimensionality. However, the 

performance of the model is completely dependent 

on distance metric learning and feature 

representation. VGG16 [20] requires less time for 

searching even when increasing the image count. 

Yet, it does not evaluate the communication delay 

and considered only the time cost of the entire 

server. Deep CNN [21] can be used for improving 

the retrieval efficiency even for the huge-scale of 

databases. But, it needs to enhance the image 

retrieval efficiency with more compact deep features, 

and it does run on the GPUs. ResNet-101 [22] can 

also be applicable in the practical mage retrieval 

applications as it generates high robustness. Yet, this 

model suffers from higher complexity and slower 

process in implementation. CBIR-CSNN [23] 

requires less computational time and provides more 

robust performance. Still, it requires larger database 

for training and processing the neural network. CNN 

and SVM [24] reduce the time consumption of the 

retrieving the image results. But, it needs large 

dataset to process and train the neural network. 

CNN [25] solves the problems related to low-quality 

of medical images according to the denoising 

coefficients. But, it does not deeply analyze the 

context and the correlation in the image among the 

object features and so, it attains less accuracy in 

image retrieval. Therefore, a new CBIR model 

needs to be developed with an improved strategy. 

3. Content-based image retrieval model 

using trio-based deep feature extraction 

3.1 Proposed content-based image retrieval 

model 

CBIR is a new research field suggested for 

addressing the challenges in existing studies as it is 

performed by considering the visual evaluation of 

contents by considering the query images. In CBIR 

model, the problem of achieving similar 

 

 

Table 1. Benefits and issues of existing CBIR models 

Author Methodology Features Challenges 

Liu et al. 

[18] 

CNN It ensures the high retrieval rate and 

minimum matching time of features. 

It does not produce competitive efficiency 

while estimating with textural datasets. 

Swati et al. 

[19] 

Deep CNN 

VGG19 

It is highly efficient in computation and 

memory owing to its lower 

dimensionality. 

The efficacy of the model is highly based 

on the distance metric learning and 

feature representation. 

Liu et al. 

[20] 

VGG16 It requires less time for searching even 

when increasing the image count. 

It does not evaluate the communication 

delay and considered only server time. 

Tzelepi and 

Tefas [21] 

Deep CNN It can be used for improving the 

retrieval efficiency even for the huge-

scale of databases. 

It needs to enhance the image retrieval 

efficiency with more compact deep 

features and it does run on the GPUs. 

Reena and 

Ameera [22] 

ResNet-101 It can also be applicable in the practical 

image retrieval applications as it 

generates high robustness. 

This model suffers from higher 

complexity and slower process in 

implementation. 

Zhang et al. 

[23] 

CBIR-CSNN Provides more robust performance and 

requires less computational time. 

It requires larger database for training and 

processing the neural network. 

Desai et al. 

[24] 

CNN and 

SVM 

It reduces the time consumption of the 

retrieving the image results. 

It is very expensive for training owing to 

the usage of complicated data. 

Thi et al. 

[25] 

CNN It solves the problems related to lower 

quality of images according to the 

denoising coefficients. 

It does not deeply analyze context and 

correlation in an image among the object 

features and so, it attains less accuracy in 

image retrieval. 
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images with superior accuracy is now challenging 

owing to the large amount of image databases. The 

traditional searching of images is performed with 

the help of text queries. Thus, data annotations are 

accessed by evaluating the query by text, which 

requires further analysis. On the contrary, the image 

query-based retrieval system needs to retrieve the 

most similar images with precise annotations for all 

the images. Moreover, it is complicated to identify 

the annotations for applying on a specific image 

since it requires to reach higher accuracy of the 

search. CBIR system is more effective as the query 

by image processes by themselves as a more helpful 

option. It is observed that the CBIR model is utilized 

for analyzing the queries with the help of image 

processing techniques from different research works. 

It helps in searching the suitable images from the 

database, however, it is considered as the 

challenging problem due to the process of large 

scale images. The basic requirement of any image 

retrieval approach is to arrange and search the 

images by considering the “visual semantic 

relationship with the user query”. Some of the 

search engines on the Internet achieves the images 

through text-based approaches, which assumes the 

input as text. Moreover, they are however unfeasible 

for applying the concept of manual labelling to 

conventional huge scale image archives includes 

millions of images. The automated image annotation 

techniques are dependent on how precisely detects 

the images regarding factors like shape, spatial 

layout, texture, edges, and color-related information. 

The CBIR outputs images that are matching with 

contents of query images by finding the visual 

similarity or closeness. Moreover, this proposed 

CBIR model uses MB-ROA which is a modification 

of ROA [26], focuses on retrieving the images 

related to query image with the help of multi-

similarity function, where the diagrammatic 

illustration of the designed CBIR is given in Fig. 1. 

This paper implements a new CBIR model by 

trio-based deep feature extraction with multi-

similarity function. The designed model consists of 

various phases like (i) Data collection, (ii) Deep 

feature extraction, (iii) Optimal weighted fused 

feature selection, (iv) multi-similarity computation, 

and (v) Retrieval of images. Initially, the query 

images and database images are gathered from two 

different datasets including various sectors like 

animal, beaches, etc. The gathered images including 

both query images and database images are further 

fed to the deep feature extraction process, where the 

deep features from the collected images are done 

through three different techniques like VGG16, 

Inception V3 and Xception networks. The gathered 
 

 

Figure. 1 Content-based image retrieval model using trio-

based deep features with multi-similarity function 

deep features are fused and fed to the newly 

developed MB-ROA technique, which results in 

selecting the optimal features of both query images 

and database images. Further, the optimal features 

of query images and database images are multiplied 

with two optimal weights, where the weights are 

optimized with the help of MB-ROA algorithm. 

Finally, the optimal weighted fused features are 

attained and forwarded to the feature library during 

training process. Then, while performing the testing 

process, when query image is given, the optimal 

features of query image should be matched with the 

feature library for retrieving the images. The multi-

similarity function is computed among the features 

of query image with database feature library 

regarding metrics like cosine, Euclidean and Jaccard 

similarity functions. At last, the minimum similarity 

among the database images with the query image is 

retrieved from the database. The superior retrieval 

outcomes are attained by evaluating the features of 

both database images and query images. 

3.2 Description of CBIR dataset 

The proposed CBIR model gathers the input and 
query images from two standard datasets for 
experimentation, which has been discussed here. 
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Dataset 1 

“Images” 

 

 

 

    

“Classes” Beaches Bus Dinosaurs Elephants Flowers 

“Images” 

 

    

“Classes” Foods  Horses Monuments Mountains and snow People, villages in 
Africa 

Dataset 2 

“Images” 

     

“Classes” Bark 1 Bark 2 Bark 3 Wood 1 Wood 2 

“Images” 

     

“Classes” Wood 3 Water  Granite Marble Floor 1 

“Images” 

     

“Classes”  Floor 2 Pebbles Walls  Brick 1 Brick 2 

“Images” 

     

“Classes” Glass 1 Glass 2 Carpet 1 Carpet 2 Upholstery 

 
“Images” 

     

“Classes” Wallpaper Fur Knit Corduroy Plaid 

Figure. 2 Sample images gathered from two datasets for experimenting the content-based image retrieval model 

 

Dataset-1 Corel Images: It is collected from 

“https://www.kaggle.com/datasets/elkamel/corel-

images:   Access date: 25-05-2022”.  It consists of 

10 concept groups of images composed each by 100 

images.  For every concept group, the images are 

classified into 90 images for training and 10 images 

for test.  The 10 groups in the dataset are animal, 

beaches, monuments, mountains and snow, foods, 

flowers, elephants, dinosaurs, bus, people and 

villages in Africa. 

Dataset 2 VisTex database: It is collected from 

Link : http://vismod.media.mit.edu/pub/VisTex/”. It 

includes various classes, which include bark with 3 

scenes, wood with 3 scenes, water, granite, marble, 

floor with 2 scenes, pebbles, wall, brick with 2 

scenes, glass with 2 scenes, carpet with 2 scenes, 

upholstery, fur, knit, corduroy, and plaid.  

Finally, the gathered database images are termed 

as xH , where Xx ,,3,2,1 = and the total number of 

gathered images is known as X  and the gathered 

https://www.kaggle.com/datasets/elkamel/corel-images:%20Access%20date:%2025-05-2022
https://www.kaggle.com/datasets/elkamel/corel-images:%20Access%20date:%2025-05-2022
http://vismod.media.mit.edu/pub/VisTex/
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query images are termed as
xQ , where Xx ,,3,2,1 = . 

Few collected query images are shown in Fig. 2. 

4. Trio-based deep feature extraction with 

optimal weighted fused feature selection 

4.1 Trio-based deep feature extraction 

In the designed CBIR model, a new trio-based 

deep feature extraction is used for gathering the 

most significant features for enhancing the accuracy 

of CBIR model. For this purpose, the VGG-16, 

Inception v3, and Xception networks are used for 

gathering deep features. These networks get the 

features from the gathered database images 𝐻𝑥, and 

also from the query images are termed as 𝑄𝑥. 

VGG-16: It is most efficient network used for 

extracting the deep features of the images. Moreover, 

the existing works report high accuracy through the 

VGG-16 [27]. Generally, VGG-16 is useful in 

precise feature extractor. The VGG-16 considers the 

input images as database images and query images 

with fixed size of 3×224×224. These input images 

are forwarded to a stack of different convolutional 

layers of various receptive fields. The stride rate for 

pooling and convolutional layers is similar 

throughout the VGG-16 network, where the 2×2 

with stride 2 is included in pooling layer and 3×3 

with stride 1 is presented in convolutional layer. 

VGG-16 has two different convolutional layers with 

64 and 128 filters, correspondingly. Before every 

convolution process, the border pixels are included 

for preserving the sizes of feature maps similar to 

the input. Finally, VGG-16 has three fully connected 

layers with 4096 neurons and the features are 

compressed into 1000 dimensions through final fully 

connected layer. The features extracted from VGG-

16 for both database images and query images are 

correspondingly known as 𝐹𝑠
𝑉𝐺𝐺−16 and 𝑉𝑠

𝑉𝐺𝐺−16. 

Inception v3: Inception v3 is one of the 

networks of CNNs, which is especially utilized for 

extracting the features from the both query images 

and database images [28]. It has the benefit of 

factoring convolutions into various branches 

successively operating on space and channels. The 

Inception-V3 model is an updated version of the 

Inception-V1 model. It utilizes various numbers of 

techniques for optimizing the network. The major 

concept of the Inception framework is to alter small 

kernels with the larger kernel for learning the multi-

scale representations and reduced the total number 

of constraints and computational complexity [29]. 

Finally, the features extracted from Inception v3 for 

both database images and query images are 

correspondingly known as  𝐹𝑠
𝑖𝑛𝑐𝑒𝑝𝑡

 and 𝑉𝑠
𝑖𝑛𝑐𝑒𝑝𝑡

. 

Xception: It is an extended version of Inception 

architecture. It is “a linear stack of depthwise 

separable convolution layers with residual 

connections” [30]. These layers help in reducing the 

memory requirements and computational cost. 

Xception consists of 36 convolutional layers divided 

into 14 modules, in which “all include linear 

residual connections, except for the first and last 

modules”. The learning of space-wise and channel-

wise features is performed by separating the 

separable convolution in Xception. The 

representational bottlenecks and vanishing gradients 

are solved by adopting the residual connection 

through creating a “shortcut in the sequential 

network”. A summation operation is used for getting 

the final outputs through the shortcut connection. At 

last, the features extracted from Xception for both 

database images and query images are 

correspondingly known as 𝐹𝑠
𝑥𝑐𝑒𝑝𝑡

and 𝑉𝑠
𝑥𝑐𝑒𝑝𝑡

. These 

gathered “deep features” are fed to the optimal 

weighted fused feature selection stage. 

4.2 Optimal weighted fused feature selection 

The recommended CBIR model introduces a 

novel optimal weighted fused “feature selection 

process”, where the optimal features are selected 

with the help of MB-ROA technique. Here, from the 

gathered set of VGG-16 features 𝐹𝑠
𝑉𝐺𝐺−16 and 

𝑉𝑠
𝑉𝐺𝐺−16, Inception v3 features 𝐹𝑠

𝑖𝑛𝑐𝑒𝑝𝑡
and 𝑉𝑠

𝑖𝑛𝑐𝑒𝑝𝑡
 

and Xception features 𝐹𝑠
𝑥𝑐𝑒𝑝𝑡

and 𝑉𝑠
𝑥𝑐𝑒𝑝𝑡

, 10 features 

are selected for each feature set through MB-ROA 

technique. This optimal feature selection helps in 

choosing the most significant features with the help 

of heuristic strategy. It aids in reducing the training 

time, enhancing the accuracy, eliminating the 

irrelevant or redundant features and minimizing the 

overfitting. The optimally chosen features of 

database images using MB-ROA technique are 

known as𝐹𝑠
𝑉𝐺𝐺−16∗ ,𝐹𝑠

𝑖𝑛𝑐𝑒𝑝𝑡∗
and𝐹𝑠

𝑥𝑐𝑒𝑝𝑡∗
, and the 

optimal features of query images using MB-ROA 

technique are termed as 𝑉𝑠
𝑉𝐺𝐺−16∗ , 

𝑉𝑠
𝑖𝑛𝑐𝑒𝑝𝑡∗

and 𝑉𝑠
𝑥𝑐𝑒𝑝𝑡∗

that are forwarded to the 

weighted feature selection process, where the 

optimal weights known as 𝑊1 and 𝑊2 are multiplied 

with the optimally selected features for getting the 

optimal weighted fused features. Here, the MB-

ROA technique helps in optimizing the weights 𝑊1 

and 𝑊2  to get the optimal weighted fused feature 

selection process. This procedure for database 

images is derived in following equations. 
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𝑊𝐹1 = 

(𝐹𝑠
𝑉𝐺𝐺−16∗ ×𝑊1) + (𝐹𝑠

𝑖𝑛𝑐𝑒𝑝𝑟∗
× (1 −𝑊1)) (1) 

 

𝐹𝑠
∗ = (𝑊2 ×𝑊𝐹1) + ((1 −𝑊2) × 𝐹𝑠

𝑥𝑐𝑒𝑝𝑡∗
)   (2) 

 

Finally, the selected optimal weighted fused 

features of database images are known as𝐹𝑠
∗ , in 

which the selected optimal weighted fused features 

of database images are fed to the feature library. 

Similarly, optimal weighted fused feature selection 

process of query image is derived here. 

 

𝑊𝑆1 = 

(𝑉𝑠
𝑉𝐺𝐺−16∗ ×𝑊𝑔1) + (𝑉𝑠

𝑖𝑛𝑐𝑒𝑝𝑟∗
× (1 −𝑊𝑔1)) (3) 

 

𝑉𝑠
∗ = (𝑊𝑔2 ×𝑊𝑆1) + ((1 −𝑊𝑔2) × 𝑉𝑠

𝑥𝑐𝑒𝑝𝑡∗
)  (4) 

 

Then, the selected optimal weighted fused 

features of query image are termed as 𝑉𝑠
∗, which is 

attained during the testing process while getting the 

query image. These selected optimal weighted fused 

features of query image during the testing process 

are further subjected to the feature library to retrieve 

the output images regarding the query image by 

comparing with those features by finding the 

similarity. Here, the range of the selected optimal 

weighted fused features 𝐹𝑠
∗ and 𝑉𝑠

∗ are 

correspondingly assigned in the bounding limit of [0, 

10], and the weights 𝑊1 , 𝑊2 , 𝑊𝑔1 and 𝑊𝑔2 are 

correspondingly fixed among [0.01, 0.99]. The 

objective of minimizing the variance among optimal 

weighted fused features of database images is given 

in Eq. (5). 
 

𝑜𝑓𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒 = 

𝑎𝑟𝑔𝑚𝑖𝑛
{𝐹𝑠

𝑉𝐺𝐺−16∗,𝐹𝑠
𝑖𝑛𝑐𝑒𝑝𝑡∗

,𝐹𝑠
𝑥𝑐𝑒𝑝𝑡∗

,𝑊1,𝑊2}

(
1

𝑣𝑎𝑟(𝐹𝑠
∗)
)      (5) 

 
The objective of minimizing the variance among 

optimal weighted fused features of query image is 

given in Eq. (6). 

 

𝑜𝑓𝑞𝑢𝑒𝑟𝑦 = 

𝑎𝑟𝑔𝑚𝑖𝑛
{𝑉𝑠

𝑉𝐺𝐺−16∗,𝑉𝑠
𝑖𝑛𝑐𝑒𝑝𝑡∗

,𝑉𝑠
𝑥𝑐𝑒𝑝𝑡∗

,𝑊𝑔1,𝑊𝑔2}

(
1

𝑣𝑎𝑟(𝑉𝑠
∗)
)    (6) 

 

The illustration of optimal weighted fused 

feature selection stage is known in Fig. 3.  
 

 
Figure. 3 Optimal weighted fused feature selection stage 

using MB-ROA technique 

5. Development of novel multi-similarity 

function for enhanced content-based 

image retrieval model with meta-heuristic 

algorithm 

5.1 Proposed MB-ROA 

In this designed CBIR model, a new MB-ROA 

technique is implemented for selecting the optimal 

features of both database images and query image 

and optimizing the weights used for selecting the 

optimal weighted fused feature selection. This MB-

ROA-derived feature selection helps in maximizing 

the performance of the retrieval rate of images. This 

new MB-ROA method is implemented for getting 

the superior performance rate of retrieved images. It 

is implemented by inspiring the concept of ROA. 

It is a novel optimization algorithm utilized for 

finding the target position by various components 

such as "bypass rider, follower, overtake, and 

attackers’ parameters." The ROA is implemented by 

considering the riders proceeded to the target 

positions for winning the race. Each rider follows 

some strategies for reaching the target location. 

Initially, through the help of bypassing leading 

riders, the target position is reached by the bypass 

rider. The leading rider will be followed by the 

follower, and they won’t disobey the leading rider. 

The over-taker follows their path for reaching the 

target position by considering the route of leading 

rider. Finally, the attackers reach the target location 

by following the maximum speed theory. Thus, all 

the riders utilize the predefined theory for reaching 

the target location. 

As a modification to the existing ROA, the 

bypass rider reaches the final location by using the 

fitness assisted random number instead of randomly 
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generated number in the range of [0, 1]. The bypass 

rider reaches the target by taking the leading path, 

where the group riders are initialized in Eq. (7). 

 

𝑌𝑘 = {𝑌𝑘(𝑗, 𝑙)}, 1 ≤ 𝑗 ≤ 𝐷; 1 ≤ 𝑙 ≤ 𝐴         (7) 

 

In Eq. (7), the location of 𝑗𝑡ℎ rider at time 𝑘 is 

mentioned as 𝑌𝑘, the time instant is noted as 𝑘, the 

dimension of the optimization issue is given as 𝐴, 

and the number of riders is specified as 𝐷.The rider 

who is in the leading position is considered as the 

bypass rider, which is determined in Eq. (8). 

 

𝑌𝑘+1
𝐵𝑃 = 𝜉[𝑌𝑘(𝛽, 𝑙) ∗ 𝛿(𝑙) + 𝑌𝑘(𝛼, 𝑙) ∗ [1 − 𝛿(𝑙)]] (8) 

 

Here, term indicates a random value with the 

size of A1  in the range of [0, 1], a number selected 

from 1 to 𝐷 is denoted as 𝛼, a random number with 

[1, 𝐷] is indicated as 𝛽 and a random number with 

[0, 1] in the conventional ROA is mentioned as 𝜉 

whereas in the designed MB-ROA technique, it is 

updated based on the fitness solutions as per Eq. (9). 

 

𝜉 =
𝑜𝑓𝑘

𝑜𝑓𝑘
𝑤𝑜𝑟𝑠𝑡∗𝑜𝑓𝑘

𝑚𝑒𝑎𝑛                        (9) 

 

In Eq. (9), the mean among fitness solutions is 

noted as 𝑜𝑓𝑘
𝑚𝑒𝑎𝑛 , the worst fitness solution is 

indicated as 𝑜𝑓𝑘
𝑤𝑜𝑟𝑠𝑡 and the recent fitness solution 

is denoted as 𝑜𝑓𝑘. 

Secondly, the follower moves to the destination 

through following the bypass rider, which is more 

relevant to bypass rider and so, the follower position 

is updated as given in Eq. (10). 

 

𝑌𝑘+1
𝐹𝑃 (𝑙,𝑚) = 

𝑌𝐵𝐿(𝐵𝐿, 𝑙) + [𝑐𝑜𝑠(𝐸𝑗,𝑚
𝑘 ) ∗ 𝑌𝐵𝐿(𝐵𝐿, 𝑙) ∗ 𝑑𝑖𝑗

𝑘] (10) 

 

In Eq. (10), the distance to be travelled of the 

𝑗𝑡ℎrider is known as 𝑑𝑖𝑗
𝑘, the steering angle in the 

𝑚𝑡ℎ coordinate of the 𝑗𝑡ℎ rider is mentioned as 𝐸𝑗,𝑚
𝑘 , 

the index of bypass rider is represented as 𝐵𝐿 , 

position of bypass rider is noted as 𝑌𝐵𝐿 , and the 

coordinate selector is referred to as 𝑚 . The 

overtaker rider follows the information collected 

based on the bypass rider along with their own 

position. The over-taker position is updated by 

considering three constraints like direction indicator, 

relative success rate, and coordinator selector. These 

factors play a major role due to the requirement of 

collecting the own information of over-taker and 

bypass rider. Thus, the position of over-taker is 

updated in Eq. (11). 

𝑌𝑘+1
𝑂𝑃 (𝑙,𝑚) = 𝑌𝑘(𝑙,𝑚) + [𝐷𝑖𝑘

𝑅(𝑙) ∗ 𝑌𝐵𝐿(𝐵𝐿,𝑚)](11) 

 

In Eq. (11), the direction indicator of the 𝑗𝑡ℎ 
rider is known as 𝐷𝑖𝑘

𝑅(𝑙) and derived in Eq. (12), 

and the location in the 𝑚𝑡ℎ coordinate of the𝑗𝑡ℎrider 

is expressed as 𝑌𝑘(𝑙,𝑚), where the success rate of 

𝑗𝑡ℎ rider is given as 𝐺𝐹𝑘
𝐷(𝑙). 

 

𝐷𝑖𝑘
𝑅(𝑙) = [

2

1−𝑙𝑜𝑔(𝐺𝐹𝑘
𝐷(𝑙))

] − 1            (12) 

 

For reaching target location, the attacker utilizes 

maximum speed strategy, in which the attacker 

focuses on obtaining the location of leader and  

follower. Eq. (13) determines the location of the 

attacker. 

 

𝑌𝑘+1
𝐴𝑇 (𝑗, 𝑙) = 

𝑌𝐵𝐿(𝐵𝐿, 𝑙) + [𝑐𝑜𝑠(𝐸𝑗,𝑚
𝑘 ) ∗ 𝑌𝐵𝐿(𝐵𝐿, 𝑙) ∗ 𝑑𝑖𝑗

𝑘] (13) 

 

The leader position is noted as 𝑌𝐵𝐿(𝐵𝐿, 𝑙). The 

process is repeated until reaching the optimal 

solutions and meeting termination criteria. The 

flowchart of the designed MB-ROA technique is 

given in Algorithm 1.  

 
Algorithm 1: Suggested MB-ROA technique 

 

Assume the rider population and parameters like steering 

angle 

Evaluate the fitness among solutions 

Determine the random number 𝜉by Eq. (9) 

While 𝑘 < 𝐾𝑚𝑎𝑥 
 For 𝑗 = 1𝑡𝑜𝐷 
  “Update the bypass rider using” Eq. (8) 
  “Update the follower rider using” Eq. (10) 
  “Update the  overtaker using” Eq. (11) 
  “Update the attacker using” Eq. (13) 
 End for 
 Update the best solutions 

Return best solutions 

End while 

Exit 

5.2 Multi-similarity function for image retrieval 

The selected optimal weighted fused features of 

query image 𝑉𝑠
∗ is compared with the feature library 

of database images 𝐹𝑠
∗ with multi-similarity function 

for getting the images based on the query image. In 

the research field of CBIR, similarity determination 

with standard measures is played a significant role, 

which helps in calculating the visual similarities 

among the images in a database and a query image. 

Hence, the retrieval outcome is not a single image 
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but a number of images arranged through their 

similarities with the query image. Utilization of 

various similarity measures result in reducing the 

retrieval efficient in any image retrieval systems and 

thus, there is a need of finding the best distance 

measure for CBIR system. While getting the smaller 

value for the distance, the query images will be 

more equivalent to the database images. The 

determination of objective with three distance 

measures like cosine, Euclidean and Jaccard 

similarity metrics are used for measuring the 

similarity among the features of database images 

and query image.  

Here, cosine similarity 𝑐𝑠  “measures the 

similarity between two vectors of an inner product 

space and it is measured by the cosine of the angle 

between two vectors and determines whether two 

vectors are pointing in roughly the same direction” 

as equated in Eq. (14). 

 

𝑐𝑠(𝐹𝑠
∗, 𝑉𝑠

∗) =
𝐹𝑠
∗⋅𝑉𝑠

∗

‖𝐹𝑠
∗‖⋅‖𝑉𝑠

∗‖
                   (14) 

 

Then, the Euclidean distance is described as “the 

distance between two feature vectors” as given in Eq. 

(15). 
 

𝑑𝑠(𝐹𝑠
∗, 𝑉𝑠

∗) = √∑(𝐹𝑠
∗ ⋅ 𝑉𝑠

∗)2               (15) 

 
Further, Jaccard similarity is described as “the 

size of the intersection divided by the size of the 

union of two lists” and also it is a common statistical 

metric that determines “the similarity between two 

feature sets based on their intersection” and is 

formulated in Eq. (16). 

 

𝐽𝑎𝑐(𝐹𝑠
∗, 𝑉𝑠

∗) =
|𝐹𝑠

∗∩𝑉𝑠
∗|

|𝐹𝑠
∗∪𝑉𝑠

∗|
                  (16) 

 

Thus, this multi-similarity function among the 

database images and query image result in better 

retrieval images. Finally, the suitable images related 

to query image are achieved with the help of trio-

based deep feature extraction and multi-similarity 

determination. 

6. Results and discussions 

6.1 Experimental setup 

The proposed multi-similarity function-based 

CBIR model was developed in Python. Here, the 

performance of the proposed model was compared 

over the conventional models like VGG-16 [27], 

Inception v3 [28], and Xception [30] and heuristic 

approaches like PSO [31], GWO [32], DHOA [33], 

and ROA [26] in terms of F1-score, Precision and 

Recall. The evaluation was carried out on “two 

datasets” and analyzed the performance of retrieved 

images with various performance measures. 

6.2 Performance measures 

The evaluation metrics utilized for 

experimenting the effectiveness of the retrieved 

images are illustrated here. 

6.2.1. Precision: 

It is “the ratio of positive observations that are 

predicted exactly to the total number of observations 

that are positively predicted”.  

 

𝑃𝑟 =
𝑐𝑟𝑝𝑜𝑠

𝑐𝑟𝑝𝑜𝑠+𝑠𝑎𝑝𝑜𝑠
                       (17) 

 

Here, terms 𝑐𝑟𝑝𝑜𝑠 , 𝑐𝑟𝑛𝑒𝑔 , 𝑠𝑎𝑝𝑜𝑠 ,𝑠𝑎𝑛𝑒𝑔 refer to 

the “true positives, true negatives, false positives, 

and false negatives,” respectively. 

6.2.2. Recall: 

“the number of true positives, which are 

recognized exactly”. 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
2𝑐𝑟𝑝𝑜𝑠

𝑐𝑟𝑝𝑜𝑠+𝑠𝑎𝑛𝑒𝑔
                    (18) 

6.2.3. F1-score: 

It is the harmonic mean between precision and 

recall. It is used as a statistical measure to rate 

performance”. 

 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
2𝑐𝑟𝑝𝑜𝑠

2𝑐𝑟𝑝𝑜𝑠+𝑠𝑎𝑝𝑜𝑠+𝑠𝑎𝑛𝑒𝑔
            (19) 

6.3 Retrieved images with query image 

Some of the retrieved images with query image 

are given in Fig. 4, in which the proposed MB-ROA 

achieves most relevant images based on the query 

images whereas the existing algorithms tries to 

match the query image but it fails.  

6.4 Performance analysis over heuristic 

algorithms 

When retrieving the number of top similar 

images associated to the query image is goes on 

increasing, the outcomes of optimization techniques 

such as PSO [31], GWO [32], DHOA [33], and 

ROA [26] are practically comparable. Furthermore, 

the high computing cost and precision of these 
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Figure. 4 Some retrieved images with query image over 

various heuristic algorithms on corel images dataset 
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Figure. 5 Some of the retrieved images with query image 

over various heuristic algorithms on VisTex database 

 

optimization techniques remain a challenging task. 

Among these meta-heuristic optimization techniques, 

ROA achieves global optimal solutions with a 

limited number of rider groups. As a result, its 

computational cost has been decreased.  However, 

in order to boost the convergence rate even further, 

ROA is modified and renamed as MB-ROA. The 

MB-ROA bypass most rider groups that are not 

required to deliver the optimal solution. As a result, 

MB-ROA outperformed the competition. 

The investigation of the effectiveness of the 

designed CBIR mode over other optimization 

algorithms for both datasets is depicted in Fig. 6 and 

Fig. 7 respectively. The considered measures are 

evaluated regarding various retrieved images, which 

demonstrate the superior efficiency using MB-ROA.  

 
(a) 

 
(b) 

 
(c) 

Figure. 6 Evaluation on the implemented enhanced CBIR 

with trio-deep feature extractors with multi-similarity 

function over optimization approaches “for dataset 2 in 

terms of (a) Precision, (b) Recall, and (c) F1-score” 

6.5 Investigation on deep learning techniques 

The evaluation on the recommended MB-ROA 

based CBIR model is examined over two datasets 

with various deep learning techniques as 

correspondingly shown in Fig. 8 and 9. The analysis 

on proposed MB-ROA approach gets maximum 

retrieval performance with trio-based deep feature 

extraction over deep learning techniques. 

The works in [18-25] used deep learning models 

to extract the features. As a result, extra pre-

processing is no longer required. However, the 

usage of a larger feature set limits the usefulness of  
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(a) 

 
(b) 

 
(c) 

Figure. 7 Evaluation on the implemented enhanced CBIR 

with trio-deep feature extractors with multi-similarity 

function over optimization approaches “for dataset 2 in 

terms of (a) Precision, (b) Recall, and (c) F1-score” 

 

the works in [18-20, 23-25]. The works in [20-24] 

suffers due to complexity of extracted features and 

needs longer training time and a large database. 

These challenges can be addressed by adopting 

optimum feature set. 

The VGG-16 [27] model improves accuracy 

mostly through increasing model depth. Inception 

[28] is capable of extracting multi-level features. 

Xception [30] substitutes regular Inception modules 

with depth-wise separable convolutions to further 

improve accuracy. As each of the above three 

models has its own strengths for improving retrieval  
 

 
(a) 

 
(b) 

 
(c) 

Figure. 8 Evaluation on the implemented enhanced CBIR 

with trio-deep feature extractors with multi-similarity 

function over deep learning approaches “for dataset 1 

in terms of (a) Precision, (b) Recall, and (c) F1-score” 

 

performance, their feature sets are merged and 

produced a trio-based feature set to further enhance 

retrieval performance. However, as a result of this 

integration, the number of features in the trio-based 

feature set increased. This had decreased the 

efficiency and increased computational cost. To 

address this, MB-ROA optimization was done on 

trio-based features to get optimal features, resulting 

in lower computational costs and higher 

performance. 

The recommended CBIR using MB-ROA in 

terms of precision is 5.5%, 4.8%, and 3.6% 

correspondingly superior to VGG-16, Inception v3  
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(a) 

 
(b) 

 
(c) 

Figure. 9 Evaluation on the implemented enhanced CBIR 

with trio-deep feature extractors with multi-similarity 

function over deep learning approaches “for dataset 2 in 

terms of (a) Precision, (b) Recall, and (c) F1-score” 

 

and Xception techniques while taking the number of 

retrieved images as 25 for dataset 1. Similarly, the 

maximum retrieval performance using the designed 

model is also evaluated for dataset 2 also. 

7. Conclusion 

Use A novel CBIR model was implemented in 

this paper for achieving better retrieval results. Here, 

different kinds of images from standard database 

were collected. These gathered images from the 

database were utilized in the deep feature extraction 

that was done using VGG-16, Inception v3, and 

Xception networks for extracting the features of all 

the images in the database including query image. 

Here, a new MB-ROA technique was implemented 

for optimizing the weight and selecting the features 

to implement optimal weighted fused feature 

selection. These extracted features of both database 

images and query image was stored into separate 

feature library. Then, the multi-similarity function 

was determined among the optimal features of query 

image and database images by considering the 

cosine, Euclidean and Jaccard similarity measures. 

The database images with the minimum similarity 

with the query image were attained from the 

database. Through the performance analysis, the 

efficiency of the trio-deep feature extraction using 

MB-ROA technique in terms of F1-score was 5%, 

3.5%, and 4.9% correspondingly superior to VGG-

16, Inception v3 and Xception techniques for 

VisTex database by “considering the number 

retrieved images” as 25. Finally, the analysis has 

demonstrated that the efficiency of the designed 

model on retrieving the images from the database. 
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