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Abstract: A process model describes business process flow as the activities that employees must carry out. 

Nowadays, many companies have similar business processes, so they do not establish their process model from 

scratch but build the model based on an existing process model or a combination of some process models. Several 

process mining methods approaches matching rules to define similarities of a model, and others consider the 

semantic side; however, none use the similarity to merge some business process models. This paper proposed graph-

based semantic similarity, a method that merges two process models considering the semantic similarity between 

those activities. The utilized semantic similarity methods are SBERT and TF-IDF. The evaluations compare SBERT 

and TF-IDF with other methods and use a similarity method with the highest score in graph-based semantic 

similarity. Based on the semantic similarity score, graph-based semantic similarity with SBERT has higher similarity 

scores than existing graph-based semantic similarity, i.e., node similarity and Jaro-Winkler distance. With the 

highest similarity scores among existing methods, the evaluations also prove that graph-based semantic similarity 

with SBERT correctly combines business process models based on semantic similarity. 

Keywords: Business process management, Business process model, Matching business process, Semantic similarity. 

 

 

1. Introduction 

The graph-based process model employs 

specific analytical procedures that facilitate data 

evaluation and analysis [1]. Furthermore, data from 

the event log is stored in a graph that is utilized to 

construct a process model to reduce conversion 

costs [2]. The definition of graph-based process 

discovery is a strategy for identifying, mapping and 

evaluating organizational processes [3]. Graph-

based process discovery can assist businesses in 

detecting issues in organizational flow and 

identifying ways to improve management 

performance [4]. This procedure is also known as 

process mining [5, 6]. Process mining discovers, 

enhances, and optimizes the business processes of a 

company [1, 7]. A company does not establish an 

overall business process model from scratch. Instead, 

it builds the model by referring to an existing one or 

combining several. Constructing a combination of 

models, called a generic process model, contingent 

on similarities of event labels.   

There are existing studies that utilize similarity 

methods. In general, similarity methods are divided 

into three varieties: structural similarity [8, 9], 

behavioural similarity [10 – 13] and semantic 

similarity [14 – 16]. Besides those studies, some 

algorithms utilize graph-database to compare 

process models [17, 18]. Graph-database stores 

activities and their relationships directly, so the 

input data (event log) and the result can be in one 

platform. The drawback of several studies was only 

to find the score similarity of several activities and 

not utilize it to combine similar activities. The 

existing methods using a graph-database compare 

the names of activities based on the closeness of 

characters, not from a semantic point of view.  

This research proposes graph-based semantic 

similarity, a method that utilizes graph database and 

natural language processing (NLP) method to  
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Figure. 1 Search strategy 

 

merges two model processes contingent on the 

semantic similarity of those event labels. Various 

NLP approaches for measuring semantic similarity 

have been presented in recent years including cosine 

similarity [12, 19], term frequency–inverse 

document frequency (TF-IDF) [20, 21], 

bidirectional encoder representations from 

transformers (BERT) [22 – 24], and sentence 

bidirectional encoder representations from 

transformers (SBERT) [25]. 

The utilized similarity methods in graph-based 

semantic similarity are TF-IDF and SBERT. The 

TF-IDF method is a classic method that has been 

utilized for many years on NLP tasks. TF-IDF-based 

text similarity calculation approach maps passage to 

the access line area and transforms passage 

similarity into passage line gap [21]. SBERT is one 

of the most recent sentence embedding algorithms 

which evolved from the BERT approach. SBERT is 

a previous practice of BERT network modification 

which employs Siamese and triplet network 

architectures to produce closeness of relevant label 

embeddings for comparison [25]. Both TF-IDF and 

SBERT approaches calculate similarity by using 

cosine similarity formula. 

This article is organized in such a way: Section 2 

outlines the preliminary study, including a summary 

of available literature reviews and related works 

with the proposed method. The proposed graph-

based semantic similarity details are declared in 

section 3, while the exploratory outcomes are 

highlighted in section 4. Lastly, section 5 contains 

the conclusion of the work and the discussion of the 

prospects.  

2. Preliminaries 

2.1 Search strategy 

The search strategy is summarized in Fig. 1. 

Papers up to May 2022 are included in the search. 

The outcomes are organized in succinct enclosing 

columns as review dimensions. 

2.1.1. Search area 

Determining a search area is for identifying and 

fine-tuning the search strategy and search phrases 

[18]. The purpose is to define search queries in 

ScienceDirect, the elected articles databases. 

Various search keywords are tested at this stage, 

including search terms from current literature 

reviews. Furthermore, multiple decisions are made 

along with the approach about which terms to 

include or reject from the query. 

The highlighted terms in the search query are 

“business process model” and “similarity”. The 

terms “match” and “matching” were excluded since 

they returned irrelevant results. 

2.1.2. Title and abstract screening 

Firstly, articles are filtered based on the titles. The 

titles which mention business process” or “similarity” 

are considered. In this stage, 81 articles are selected. 

Then, 81 articles are reviewed based on their 

abstracts. The criteria considered during the 

screening are the primary focus of the paper is on 

matching databases such as data mining or matching 

between business processes, then papers about a 

novel approach to business process matching, and 

papers about clustering or classification of a set of 

databases. 

2.1.3. Literature review 

Following the screening, the final 11 articles for 

the review were chosen. Table 1 summarizes the 

review. Based on all previous studies in Table 1, 

studies using semantic similarity up to matching 

stage (not merging stage). Then, the existing graph-

based method have not used semantic similarity to 

compare the activities.   

2.2 Similarity metrics 

There are three parameterized similarity metrics 

which are usually used in process model matching. 

The similarity metrics are intended to provide the 

answer to process model similarity queries. Table 2 

presents examples of two business process models 

which are identical according to the similarity 

metric. 

2.3 Semantic similarity 

Words can be lexically and semantically similar. 

Words are lexically similar if their character  
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Table 1. Literature review 

Paper Name 
Similarity 

Type 
Method Contrast to this Study 

Nuritha and 

Mahendrawati [9] 

Structural  The structural similarity analyses the two operating models’  

comparability are depending on the graph architecture. 

Nuritha [10], 

Estrada-Torres [11] 

Behavioural  Behavioural similarity quantifies the similarity between two 

entities that may be related. The behavioural similarity between 

models is quantified using a metric. The metrics analyse the 

behaviour of models depending on the excerpt tree from the two 

operating models. 

Jimenez-Molina 

[12], Bistarelli [13] 

Behavioural, 

Semantic 

Ontology An ontology specifies data as procedural or declarative, implying 

that knowledge may support processes. Ontology-based 

behavioural similarity analyses and excerpts information of 

operating models to gather characteristics enclosed by event logs. 

Zhou and others 

[14] 

Semantic WordNet To encourage the restate or remodel of estate experimental 

procedures, this research developed a new crossing-workflow 

fragment discovery technique. BTM generates representative 

topics that measure the semantic applicability of events and 

procedure sections. 

Shahzad and others 

[15] 

Semantic Word-

embedding 

The proposed method in this study used activity pair as an input 

and returns a compromise implying whether the knowledge 

combination is proportionate as an output. Essentially, the 

proposed method pairs the events labels and creates a sole point to 

reveal the closeness of inclined event sets. 

Abdelakfi and 

others [16] 

Semantic Word2vec, 

Cosine 

Similarity 

This paper proposed an agent-oriented method to portray 

cooperation of two human resources. The Classifier component of 

their proposed framework is restricted to WO sentence grouping. 

Word2vec is a neural-based model that predicts word 

relationships. Word2Vec is used to obtain distributed 

representations of every label surrounded by the corpus contents. 

The cosine similarity measure is used to generate synonymous 

words. This metric compares the similarity of non-zero two-word 

vectors. 

Chang [17], Wang 

[18] 

Contextual Graph-

database  

Those papers implement their similarities method, i.e., node 

similarity and Jaro-Winkler Distance, in graph-database to 

measure the similarity of activities of process models. Those 

papers compare names of activities based on the closeness of 

characters, not from a semantic point of view. 

 

 

sequences are similar. Semantically similar words 

have the same meaning, are opposites, are utilized in 

the equivalent approach, the ditto situation, and the 

variety of another [19]. Various natural language 

processing (NLP) tasks applies semantic similarity 

[20]. This study will employ semantic similarity to 

quantify the semantic similarity between the two 

operating models. Two text samples were classified 

similar in the early days if they included the same 

words or characters. The text was represented as real 

value vectors using approaches such as BoW and 

TF-IDF to help in the calculation of semantic 

similarity [20]. 

Semantic similarity algorithms often return a 

rating or percentage of similarity instead of a binary 

choice of whether texts are similar or not. The terms 

semantic similarity and semantic relatedness are 

frequently interchanged. However, semantic 

relatedness takes a broader view, examining the 

shared semantic qualities of two words, in addition 

to accounting for semantic similarity across texts. 

For example, semantic matching type in Table 2, the 

phrases 'ticket' and 'locket' may be closely related, 

but they do not have the same semantic meaning, 

although the words 'ticket' and 'package' are. Thus, 

semantic similarity is one component of semantic 

relatedness [26]. 
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Table 2. Type of process model matching 

Type of 

Matching 
Model 

Structural 

1st Model: 

 
2nd Model: 

 

Behavioural 

1st Model: 

 
2nd Model: 

 

Semantic 

1st Model: 

 
2nd Model: 

 
 

 

2.4 Cosine similarity 

Cosine similarity is a popular metric in 

information retrieval and related research. This 

metric represents a text document as a term vector. 

The similarity between two documents may be 

quantified using this approach by calculating the 

cosine point of the edge between the phrase lines of 

the two documents. The higher the similarity score 

between the term vectors of the document and the 

query, the more relevant the document and query are 

obtained [19] 

Cosine similarity measurement between two-

word vectors might produce misleading results when 

implemented syntactically [27]. The similarity 

between two vectors may be defined using vector 

similarity as Eqs. (1) and (2): 

𝑆𝑖𝑚 (𝐴, �⃗⃗�) =  
𝐴∙�⃗⃗�

|𝐴||�⃗⃗�|
 (1) 

 

𝑆𝑖𝑚 (𝐴, �⃗⃗�) =  
∑ 𝑤𝐴𝑘×𝑤𝐵𝑘

𝑡
𝑘=1

√∑ (𝑤𝐴𝑘)2𝑡
𝑘=1 √∑ (𝑤𝐵𝑘)2𝑡

𝑘=1

  (2) 

 

The value of dimension is an occurrence of a 

term inside a document. A document can be 

described as a vector form as Eq. (3). 

 

𝐴 =  𝑤𝐴1, 𝑤𝐴2, … , 𝑤𝐴𝑘 (3) 

 

As same as the document, the query of a term 

can be described as a vector form as presented in Eq. 

(4). 
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�⃗⃗� =  𝑤𝐵1, 𝑤𝐵2, … , 𝑤𝐵𝑘 (4) 

 

where 𝑤𝐴𝑘 and 𝑤𝐵𝑘  (0 < 𝑖 < 𝑘) are float values 

representing the density of each phrase found in a 

report. Every element of the line coincides to a 

phrase present in the document. 

2.5 TF-IDF 

Term frequency (TF) in Eq. (5) is the density 

with which a phrase occurs in a report, and the result 

is generally normalised to avoid bias toward a 

lengthier document [13]. 

 

𝑇𝐹𝑑,𝑡 =
𝑛𝑑,𝑡

𝑁𝑑
                                                      (5) 

 

where 𝑛𝑑,𝑡  represents the number of existences 

of the phrase 𝑡  in report 𝑑 , and 𝑁𝑑  represents the 

value of phrase in report 𝑑. 

Inverse document frequency (IDF) of a phrase in 

a text set reflects its relevance. IDF gives less 

weight to frequently occurring terms and more 

weight to infrequently occurring terms [21]. The 

following is Eq. (6) to calculate IDF. 

 

𝐼𝐷𝐹𝑡 =
𝐷

1+| { 𝑑𝑖 | 𝑡 ∈ 𝑑𝑖 } |
                   (6) 

 

where 𝑑𝑖  represents the ith report, 

| { 𝑑𝑖 | 𝑡 ∈ 𝑑𝑖 } |  represents the value of reports 

containing the term 𝑡, and 𝐷 represents the value of 

reports. To avoid the denominator being 0, use 1 +
| { 𝑑𝑖 | 𝑡 ∈ 𝑑𝑖 } |. 

The TF-IDF algorithm [28], [29] is a frequently 

used analytical approach for extracting document 

feature terms. It primarily evaluates the importance 

of a term to document and document sets based on 

term frequency. It consists mostly of two phases: 

Term frequency (TF) and inverse document 

frequency (IDF) [30]. The classic term frequency 

inverse document frequency (TF-IDF) based 

document similarity calculation approach maps a 

document to the access line area and converts 

document similarity of report line gap [13]. Eq. (7) 

is used to calculate TF-IDF. 

 

𝑇𝐹𝑑,𝑡 − 𝐼𝐷𝐹𝑡 =  𝑇𝐹𝑑,𝑡  ×  𝐼𝐷𝐹𝑡 

𝑇𝐹𝑑,𝑡 − 𝐼𝐷𝐹𝑡 =  
𝑛𝑑,𝑡

𝑁𝑑
 × 

𝐷

1+| { 𝑑𝑖 | 𝑡 ∈ 𝑑𝑖  } |
  (7) 

 

TF-IDF did not affect the fact that terms may 

have diverse meanings and that various terms can be 

used to convey the same notion. Consider the words 

"Budi and Ani ate eggs and rice." and "Budi ate 

eggs and Ani ate rice." Although these two 

statements include identical words, their meanings 

are not the same. Similarly, the phrases "Charlie is 

gluten intolerant." and "Charlie has celiac disease." 

express the same message but, the collection of 

terms is not the same. These approaches collected 

the lexical features of the document and were 

straightforward to apply; unfortunately, they 

neglected the semantic and syntactic aspects of the 

document [20]. Thus, TF-IDF is simple to use and 

computationally cheap. 

2.6 Sentence-BERT (SBERT) 

Bidirectional encoder representations from 

transformers (BERT) is a recent technique for 

communication modelling that is influenced by 

deep-learning algorithms and context-aware 

methodologies [22]. BERT is a pre-trained 

transformer network, which sets for various NLP 

tasks [23]. BERT encodes input as sub-words and 

learns sub-word embeddings. As a result, BERT is 

highly anisotropic. Lower layers create more 

context-specific representations than BERT. 

Increasing anisotropy is always associated with 

increased context-specificity [24]. 

Individual sentences are now being entered into 

BERT in recent studies to generate fixed-size 

sentence embeddings. The most typical method is to 

average the BERT output layer, which is referred to 

as BERT embeddings. SBERT was created to 

overcome this issue [25]. Sentence-BERT (SBERT) 

is a previous practice of BERT network 

modification that employs Siamese and triplet 

network architectures to produce semantically 

relevant label embeddings for comparison using 

cosine-similarity. It facilitates SBERT to be utilized 

for recent works that have been previously 

inapplicable for BERT. On advanced technologies, 

these similarity measurements may be done 

exceedingly efficiently, allowing SBERT to be 

utilized for both semantic similarity search and 

clustering. 

To obtain a fixed-sized sentence embedding, 

SBERT conducts a pooling process on the BERT 

output. To fine-tune BERT, Siamese and triplet 

networks are created to update the weights to 

compare the resultant sentence embeddings using 

cosine similarity and ensure that they are 

semantically relevant. The network structure is 

determined by the training data provided. SBERT 

architecture is used in inference to compute 

similarity scores, for example. The cosine closeness 

of the two- label embeddings i and j are calculated 

(Fig. 2) [25]. 
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2.7 Evaluation process 

Activity correspondences between the first and 

the second business process model activity were 

manually identified. This assessment is required to 

establish whether the approach is suitable. The 

proposed method is then utilised to quantify the 

similarities between two business process model 

activities. The process results will be analysed to 

evaluate if they comply with the defined manual 

correspondence. If the correspondence results are 

correct, the similarity score of each correspondent 

becomes an evaluation metric for the accuracy of the 

proposed method. The optimum semantic similarity 

method will be determined based on the three 

factors. 

3. Case study and proposed method 

3.1 Case study 

Event logs of first E-commerce and second E-

commerce are used as a case study in this research. 

The event log will be processed in compliance with 

Section 3.2. 

3.2 Flowchart 

The flowchart of graph-based semantic similarity is 

shown in Fig. 3. This research is divided into three 

significant procedures: pre-processing procedure, 

semantic similarity procedure using natural 

language procedure (NLP) and merging process. 

Pre-processing and semantic similarity procedure is 

carried out using python, and then the merging 

process is conducted in Neo4j using cypher query 

language (CQL). There are two input data. Data are 

pre-processed to clean the data and then processed 

using NLP. 

3.2.1. Pre-processing 

Text pre-processing is needed to make data more 

structured and cleaner. Text pre-processing is the 

process of converting text from human language to 

machine-readable format for further process. There 

are several kinds of text pre-processing procedures. 

It is not necessary to do all of these all the time 

despite the importance of pre-processing. Thus, pre-

processing procedures must be carefully selected 

and applied. Four pre-processing procedures have 

been chosen: 

 

1. Case folding, which transforms words into a 

lower-case structure 

 

 
Figure. 2 SBERT Architecture 

 

 
Figure. 3 Flowchart of graph-based semantic similarity 

 

2. Tokenization, which splits up a larger body of 

text into words. 

3. Stop words removal, which removes stop words 

such as 'and', 'it', 'in', etc. 

4. Lemmatization, which rebounds the paltry or 

glossary scheme of a label. 

3.2.2. Natural language processing (NLP) 

Python dictionaries are made to store word-data 

values in word-key value pairs after pre-processing 

the data. Dictionaries are optimized to retrieve word 

values when the word key is known. Some complex 

correspondences are far from trivial. Furthermore, 

the identified complex correspondences are 

disputable. Dictionaries can assist in resolving the 

issue. The following process is sentence vectorizing 

in the TF-IDF method and sentence embedding 

using a pre-trained model for the SBERT method. 

The vectorized and embedded sentences are 

calculated using cosine similarity. Then, for each 

correspondence, the results will be compared to 

obtain the average similarity result. 

3.2.3. Graph-based merging 

Similarity score and the correspondence activity 

are inserted as two of the rule condition in the CQL 

rule as a part of the merging process. The 

constructed cypher rule algorithms are presented in 

Table 3. The similarity score mentioned in 

Algorithm 3 is obtained from the previous NLP 

procedure. 

Sentence_2 

Sentence_1 

j 

i 
cosine-
sim(i, j) 

pooling 

pooling 

BERT 

BERT 

-1 … 1 
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Table 3. Pseudocode of Graph-based Merging 

 Algorithm 1 : Convert Data Type Rule 

 Input : Activity_1 = Nodes activity of 1st model 

1 Set similarity score property data type in 

Activity_1 to float data type in new property 

 Output : Data type is converted 

 

 Algorithm 2 : Merging on The Same Graph 

 
Input : A,D = Case activity nodes of the model 

B,C = Activity nodes of the model 

1 Foreach A, B, C, and D do  

2 if property name of B==property name of A 

3 and property name of C==property name of D 

4 and property prep of C==property prep of B 

5 and property name of C!=property name of B 

6 and property id of D>property id of A 

7 call the APOC merging function 

8 return all 

 Output : Nodes with similar activity is merged 

 

 Algorithm 3 : Merging Different Graph 

 

Input : A = Case activity nodes of the 1st model 

B = Activity nodes of the 1st model 

C = Case activity nodes of the 2nd model 

D = Activity nodes of the 2nd model 

1 Foreach A, B, C, and D do  

2 if property name of B==property name of A 

3 and property name of D==property name of C 

4 and property correspondence activity of 

B==property prep of D 

5 and property similarity score of B > similarity 

score  

6 call the APOC merging function 

7 return all 

 Output : Nodes with similar activity is merged 

 

The similarity score mentioned in Algorithm 3 is 

obtained from the previous NLP procedure. 

4. Evaluation 

The correspondence between the two business 

process models is defined manually in advance, as 

stated in section 2.6. This assessment is required to 

establish whether the approach is suitable. Table 4 

shows manually defined correspondences between 

two business process case studies. The 

correspondences are further manually categorized 

into three types: subject-predicate-object structured 

activities paired with predicate-object structured 

activities (Table 4(a)), predicate-object structured 

activities paired with subject-predicate-object 

structured activities (Table 4(b)), and both pairs are 

subject-predicate-object structured activities (Table 

4(c)). This additional manually categorized assists in 

determining the accuracy of the results of the 

proposed method. The proposed method is then  

 

Table 4. Correspondences between two business process 

(a) First E-Commerce PO and Second E-Commerce SPO 

activity label structures with different semantic, (b) First 

E-Commerce SPO and Second E-Commerce PO activity 

label structure with different semantic, and (c) First E-

Commerce SPO and Second E-Commerce SPO activity 

label structure with different semantic 

(a) 

First E-Commerce  Second E-Commerce  

Choose Flight Ticket Buyer Chooses Products 

Choose Payment Method

  

Buyer Chooses Payment 

Method 

Receive E-Ticket  Buyer Receives Package 

(b) 

First E-Commerce  Second E-Commerce  

User Makes a Complaint File a Complaint 

User Requests a Refund Request a Refund 

Purchase 

User Requests 

Reschedule 

Request a Return Product 

User Receives Complaint 

Request Confirmation 

Confirm Complaint 

Request 

(c) 

First E-Commerce  Second E-Commerce  

User Receives Refund Buyer Receives Refund 

User Reschedules the 

Flight 

Buyer Returns Product 

User Gives Feedback 
Buyer Gives Rating 

Buyer Writes Review 

 

Table 5. Semantic similarity result 

Algorithms 

Similarity Result 

Instance 

4(a) 

Instance 

4(b) 

Instance 

4(c) 

Graph-based 

Semantic Similarity 

with TF-IDF 

1 0.707 1 

Graph-based 

Semantic Similarity 

with SBERT  

(Paraphrase-

MiniLM-L6-v2 

model) 

1 0.908 1 

Graph-based 

Semantic Similarity 

with SBERT  

(all-MiniLM-L6-v2 

model) 

1 0.882 1 

Node Similarity in 

Neo4j [17] 
0 0 0 

Jaro-Winkler 

Distance in Neo4j 

[18] 

0.498 0.175 0.560 

 

 

utilised to compute the similarities between two 

business process model activities. 

Several similarity algorithms were applied and 
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tested as shown in Table 5. The proposed algorithms, 

a graph-based semantic similarity with TF-IDF and 

a graph-based semantic similarity with SBERT, are 

compared with existing graph methods, i.e., Node 

Similarity [17] and Jaro-Winkler Distance [18].  

The similarity score in Table 5 was determined 

by analysing the average similarity score among 

correspondences in Table 4. The TF-IDF approach 

generates the lowest score among the proposed 

methods. It is because TF-IDF is a bag-of-word 

(BoW) based technique, so it does not capture 

semantics and it is not contextual sensitive [11]. 

Consequently, the result is not as accurate as an 

embedding-based method. The node similarity 

procedure available in Neo4j generates a score of 0 

because the results are randomly paired, and each 

pair returns integer scores only. Jaro-Winkler 

distance approach that ran in Neo4j generates a 

higher score than Node Similarity but lower than the 

score from TF-IDF and SBERT approaches. 

Similarity results are then exported as new 

columns in the event log for the merging process of 

graph-based semantic similarity. NLP procedures 

and merging are conducted in different tools 

because NLP procedures that were conducted using 

python on different tools gave better results than 

NLP procedures that were provided or performed 

using proposed CQL in Neo4j. It is essential 

because a higher semantic similarity score is the 

main parameter of this study. Thus, graph-based 

semantic similarity with SBERT is the best method 

applied to this study case. Figs. 4, 5, and 6 present 

the generic process models constructed by graph-

based semantic similarity based on case Tables 4(a), 

4(b) and 4(c), respectively. The results prove that 

graph-based semantic similarity with SBERT can 

construct generic process models based on semantic 

similarity. 

5. Conclusion 

The proposed graph-based semantic similarity 

merges several process models based on semantic 

similarity to provide a generic process model. TF- 

IDF and SBERT are semantic similarity methods 

presented in this study. 

The evaluation uses e-commerce business 

processes, i.e., first E-commerce and second E-

commerce, to determine the best semantic similarity 

applied in graph-based semantic similarity. There 

are three evaluation cases. First is the subject-

predicate-object structured activities of first E-

commerce paired with predicate-object structured 

activities of second E-commerce (FirstSPO-Second 

PO). The second is predicate-object structured 

activities of first E-commerce paired with subject-

predicate-object of second E-commerce (FirstPO-

SecondSPO). The last is that both pairs are subject-

predicate-object structured activities (FirstSPO-

SecondSPO).  

In the first and third cases, TF-IDF and SBERT 

have the highest similarity among other methods; 

however, SBERT has the highest score in the second 

case. It is because SBERT is not a BoW-based 

technique like TF-IDF, so it does capture semantics 

and is contextually sensitive. Then, the graph-based 

semantic similarity with SBERT is compared with 

existing graph-based similarity, i.e, node similarity 

and Jaro-Winkler distance. Graph-based semantic 

similarity with SBERT has higher similarity scores 

than existing graph-based semantic similarity, i.e., 

Node similarity and Jaro-Winkler distance. With the 

highest similarity scores among existing methods, 

the evaluations also prove that graph-based semantic 

similarity with SBERT correctly combines business 

process models based on semantic similarity to 

construct the generic process model.   

 
 

 
Figure. 4 Merging process result case Table 4(a) 
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Figure. 5 Merging process result case Table 4(b)        Figure. 6 Merging process result case Table 4(c) 

 

This study would be a helpful starting point for 

researchers to find novel approaches to quantify 

semantic similarity in business process models and 

discover a novel approach to merging relations and 

nodes simultaneously. 
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