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Abstract: Aeroponics is a popular soilless crop cultivation technology that integrates plant nutrition, physiology, and 

ecological control. It offers automated monitoring, protected cultivation, improved growth mechanisms, better yield 

and requires less maintenance. Here, to predict the crop yield, two systems are available: manual and automated. 

Manual systems often fail to produce better prediction results, leading to substantial crop losses whereas, the automated 

systems use machine intelligence for growth monitoring. This article proposes a lettuce crop growth monitoring-boost 

(LCGM-Boost) regression model for lettuce yield forecasting in aeroponic vertical farming system. This model is 

highly robust to outliers, produces better prediction results of 95.86% and lower error rates of 0.36 (MAE), 0.40 (MSE), 

and 0.63 (RMSE) than other machine learning models namely, support vector, random forest and XGBoost regressors. 

Hence, it is preferable for growth monitoring and yield prediction of the lettuce crop in the real-time aeroponics system. 

Keywords: Aeroponics, Gradient boosting, Growth monitoring, Lettuce, Machine learning regression, Yield 

prediction. 

 

 

1. Introduction 

Farmland, soil water and labor are the primary 

factors of the conventional agricultural system [1]. 

National and international authorities are always 

looking for innovative ways to boost agricultural 

productivity in the face of global warming and water 

shortage. In addition to the advantages of enhancing 

the production of multiple crops, new technologies 

have evolved for conserving and utilizing energy [2, 

3]. Growing plants with aeroponics entails 

suspending a container above a grow bed and then 

spraying the roots with a nutritional solution while 

keeping them contained in a sealed chamber [4]. 

Since the nutrient solution is constantly recycled in 

the growing aeroponic room, monitoring and 

regularly modifying the pH and EC levels is essential 

to ensure optimal plant development. Onions, 

cucumbers, carrots, tomatoes, potatoes, and the 

lettuce crop all thrive in an EC range of 1.5 to 2.5 ds 

m-1 and a pH range of 5.5 to 6.5 [5, 6]. 

High temperatures, excessive light, humidity, and 

turbidity changes cause plant water evaporation and 

nutrient loss. These factors can result in a reduction 

or increase in pH and EC levels [7]. The adjustments 

to the pH and PPM must be carefully monitored in 

conventional soilless growing systems like the 

hydroponic system [8]. Normal pH, EC, and water 

level modifications are crucial for maintaining the 

nutrient solution's effectiveness and longevity [9]. 

Aeroponics is used in places where the soil is 

unfavorable for plant development, and it has shown 

a considerable increase in root length, area, volume, 

and network perimeter [10, 11]. It has been noted that 

ideal growing conditions of the Aeroponics system 

include a temperature range of 8 to 44 degrees 

Celsius and relative humidity of 10 to 94%, which 

results in an increase in the leaf and root growth of 

57%, 42%, and 400% in comparison to the 

conventional farming method [12]. 

In contrast, a significant fraction of the world's 

population now has access to the Internet, which 
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allows for the widespread use and advancement of 

IoT technologies to optimize resource utilization in 

crop production [13]. Considering many problems in 

aeroponic vertical farming, the two primary hurdles 

to be focussed on are adjusting the atomization and 

spraying times of the nutrient solution for each plant 

sample in the growth tower. Determining the 

maximum stress level to which each plant may be 

exposed under the circumstances of irrigation deficit 

[6, 14] is vital to prevent a drastic drop in root growth 

and crop productivity. The success of a plant's growth 

in aeroponics systems depends heavily on the root 

development process [15, 16].  

In consideration of all these factors to be solved 

by the machine learning algorithms, an improved and 

expanded version of the gradient boosting machine 

learning method [31] was developed by T. Chen and 

C. Guestrin [32] in 2016. This approach is known as 

extreme gradient boosting-XGBoost. This reduces 

the likelihood of the model overfitting during training 

and positively affects the training's convergence 

speed. More than that, the XGBoost method requires 

less time to fine-tune the hyper-parameters. 

XGBoost's rapid computational speed and high 

accuracy have made it a popular choice for various 

applications, including data mining and 

recommendation systems. It is a novel machine-

learning technique that may be used to accurately 

anticipate crop yields in vertical farming.  

The research in this work aims to examine and 

incorporate the efficiency and efficacy of the 

XGBoost machine-learning algorithm in automating 

the monitoring process of the aeroponics system. The 

information gathered by the IoT sensors are analysed 

in the proposed automated lettuce crop growth 

monitoring system (ALCGMS). Since lettuce takes a 

shorter growth time than other crops, it is widely used 

as a test crop in agricultural experiments. The LCGM 

is a remote monitoring and management system that 

enables users to adjust parameters such as 

atomization duration, visual inspection hours, 

sprinkler ON/OFF, recirculation system ON/OFF, 

and nutrient solution mixing. Benefits addressed by 

the proposed LCGM-Boost regression model include 

remote monitoring of sensors and actuators built into 

the agricultural environment, as well as remote 

capturing of photographs of the crops. 

This article is organized so that section 2 presents 

a brief literature review of the different machine 

learning algorithms used in the aeroponics system. 

The configuration and description of the proposed 

yield prediction system are shown in section 3. The 

model training, accuracy results and discussions will 

be presented in section 4 and concluded with the 

future work described in section 5. 

2. Survey of literature 

Many related works have been carried out in 

monitoring the growth of greenhouse plants using 

IoT systems and machine learning algorithms. 

2.1 IoT-oriented agriculture 

Kamienski et al. proposed SWAMP, a general 

architecture for intelligent irrigation management, 

which combines multiple connecting schemes to 

disseminate information, implement irrigation 

distribution models, use drones for visual inspection, 

use data analysis models, databases, and ensure 

security for data acquisition [17]. 

Kaur et al. present a four-layer IoT architecture 

with sensors and actuators to monitor greenhouses, 

optimize resource utilization, detect illnesses, 

identify crop species, optimize irrigation facilities, 

and utilize pesticides and fertilizers [18]. 

An alternative five-layer architecture is proposed 

by Boursians et al., which consists of the physical 

layer, the datalink layer, the network layer, the 

authentication layer, and the application layer. The 

critical value it adds is the capacity to apply machine 

learning in data analytics and a solar charging system 

for RF communication devices in the field. Still, it 

also integrates a weather prediction service to help 

establish better production methods [19].  

The three-layer architecture proposed by Roy et 

al. consists of sensors and actuators, a remote 

processing and service layer, and an application layer. 

Two irrigation strategies are categorized by the stage 

of the crop's life cycle, and the system is designed to 

be efficient and user-friendly [20]. 

2.2 Irrigation systems 

Aeroponic crops rely on greenhouse temperature 

and humidity sensors to regulate watering systems. 

Lucero et al. set up a three-stage watering schedule 

based on output days, and their analysis showed that 

aeroponic systems produced higher yields, leaf area, 

and root lengths than soil-grown plants [12]. 

In their presentation of the root chamber's climate 

control, Jamhari et al. [21] describe the use of a 

Peltier cell to cool the nutrient solution chamber, 

keeping the temperature there between 25 and 29oC, 

and of an ultrasonic humidifier and a fan to keep the 

relative humidity there between 50% and 70%. Gour 

et al. [22] suggest using a central processor with an 

interface between sensors and actuators as well as 

machine learning capabilities to automate the 

farming approach. 

Belista et al. describe a vertical culture chamber 

divided into controller and agent modules for crop 
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care, with the controller responsible for nutritional 

solution containers, cooling system, evaporative fan, 

and power supply. Data is stored locally and can be 

accessed using a mobile app [23]. 

2.3 Machine learning algorithms 

Since its implementation is straightforward and 

its predictive metrics are easily quantified, the 

random forest has become a popular algorithm. The 

system relies on a massive network of interlinked 

decision trees. By generating and combining many 

trees, the random forest increases the likelihood of 

obtaining valid conclusions [24]. The accuracy of the 

random forest technique is improved by combining 

the results of several individual tree evaluations. The 

random forest is used with the GBM to improve the 

software's accuracy and recycle the analytical method 

[25]. 

GBMs are a predictive learning approach that 

fine-tunes the loss function, identifies weaker 

learners, and builds a flexible model to improve 

output and prevent performance problems [26]. The 

XGB method is a recent development of the 

regression tree-based gradient boosting machine. The 

method is based on the idea of "boosting," which 

entails combining the predictions of multiple "weak" 

learners into a single "strong" one through additive 

training procedures. The primary goal of XGB is to 

lessen the effects of overfitting and under-fitting 

while decreasing the cost of computation [27].  

Linear regression is the most widely used method 

for making predictions about the correlation between 

variables. There are two main categories of linear 

regression: simple and multiple. The dependent 

variable, x, is always continuous, while the 

independent variable, y, may be continuous or 

categorical. Probability distributions and multivariate 

analysis are used to learn more [28]. 

SVM is a common supervised learning approach 

for classifying data and detecting outliers. Models 

may be constructed in R using the program e1071, 

which uses a training dataset to predict the 

classification of an extra data point using a 

hyperplane that maximizes the spacing between data 

points in each category (the default is a line). The 

speed and lack of risk of over-fitting the data make 

SVM useful [29, 30]. 

This paper discusses machine learning (ML) 

algorithms for forecasting lettuce crop production in 

hydroponic systems with various magnetic water 

types. Based on input plant and water characteristics, 

70% of the datasets were separated for training four 

ML models (RF, XGB, SVR, and DNNs). For all 

model situations tested, the R2 was more than 0.77. 

XGB with scenario 3 has the lowest RMSE, followed 

by SVR with scenario 3 and RF with scenario 1. SVR 

with scenario 3 and DNN with scenario 2 were the 

two best models, however the latter is favoured 

because to less input variables. By merging input 

factors with climate variables, the algorithms can be 

enhanced. For successful crop production prediction 

on a wide scale, the approaches can be enhanced by 

integrating input factors with climatic variables, 

agricultural management data, and better resolution 

spatiotemporal input variables. ML models might be 

a quick tool for predicting agricultural production and 

catastrophe evaluation over a vast area [34]. 

So, overall from all the literature studies, it is 

clear that the existing models does not produce the 

maximum prediction results with respect to the 

provided lettuce growth dataset. In order to overcome 

these challenges specifically related to the lettuce 

yield prediction grown in Aeroponic tower farming, 

a better Machine Learning model need to be 

developed without compromising the prediction 

outputs of the previously designed models with 

respect to the dataset to address this issue.  

3. LCGM-boost regression model 

LCGM stands for lettuce crop growth monitoring 

which follows the characteristics of boosting 

algorithm. One common kind of boosting method is 

called "gradient boosting". In this scenario, the error 

made by the previous predictor is corrected. In 

contrast to Adaboost, each predictor is trained using 

the residual errors of the previous one rather than 

training weights. Gradient boosted tree is a method 

that uses the CART learner as its foundation 

(classification and regression trees). 

An implementation of the gradient boosted 

decision trees method in XGBoost is described. To 

construct decision trees, this approach uses a 

sequential procedure. The XGBoost algorithm 

largely relies on weights. Weights are assigned to 

each independent variable, and this information is 

then utilized to feed the decision tree, which produces 

predictions. A decision tree's accuracy is measured by 

the relative importance of its incorrect predictions, 

which are then used to inform the tree's subsequent 

weighting of other factors. The variables whose 

outcomes were incorrectly predicted by the tree have 

their weights boosted and are used as inputs to a 

second decision tree. Combining these several 

classifiers/predictors produces a more reliable and 

precise model. It can do standard statistical analyses 

like regression and classification and more complex 

ones such as ranking and personalized prediction. 
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Table 1. Notation list of equation variables 
Symbols Description 

𝑦�̂� predicted value 

𝑓𝑘 Functional space 

𝑥𝑖 Variables (categorical or continuous) 

F Classification and regression trees 

𝑤𝑞 (𝑥) leaf weight related to sample scoring 

𝑙 (𝑦𝑖,   𝑦�̂�) Loss function 

∑ Ω(𝑓𝑘) 
𝐾

𝑘=1
 

Regularization parameter 

Ω(𝑓𝑘) Complexity of the tree 

𝛾 penalty item of the L1 regularity 

𝜆 penalty item of the L2 regularity 

T number of terminal leaves  

𝜔𝑗   score in each leaf 

𝑂𝑏𝑗(𝑡)  Objective function 

𝑓𝑡  (𝑥𝑖) Model’s prediction for the input data 

point 𝑥𝑖 at iteration t 

𝑔𝑖 Coefficient term associated with 𝑓𝑡  (𝑥𝑖)  

ℎ𝑖 Another Coefficient term associated with 

𝑓𝑡  (𝑥𝑖) 

𝐺𝑗 Value obtained by summing the variable 

g over the indices i 

𝐻𝑗 Value obtained by summing the variable 

h over the indices i 

𝐺𝐿 Gini impurity of the left child after a split 

𝐺𝑅 Gini impurity of the right child after a 

split 

𝐻𝐿  Number of samples in the left child node 

after a split 

𝐻𝑅 Number of samples in the right child 

node after a split 

 

3.1 Mathematics behind the LCGM-boost 

regression algorithm 

Before entering into the mathematics of gradient 

boosting, here is the notation list of equation 

variables represented in Table 1 for easy 

understanding. 

Since, the proposed model follows the 

characteristic features of extreme gradient boosting 

model, the mathematical derivations of LCGM-boost 

regression model are as follows: 

 

𝑦�̂� = ∑ 𝑓𝑘 (𝑥𝑖), 𝑓𝑘 ∈ 𝐹𝐾
𝑘=1                   (1) 

 

where, 

k – number of trees, f - functional space of F, F – 

set of possible classification AND regression trees 

which can work on both classification (categorical 

variables) and regression process (continuous 

variables particularly on time-series data), 𝑦�̂�  – the 

predicted value of the model  

Here, the function 𝑓𝑘 (𝑥𝑖) can be represented as. 

𝑓𝑘 (𝑥𝑖) =  𝑤𝑞 (𝑥)                                                          (2) 

 

where, 

𝑤𝑞 (𝑥)  is the sample (𝑥)  scoring, q is the 

structure of each tree, 𝑤𝑞 is the leaf weight. 

Hence, for the model mentioned above, the 

objective function is provided by, 

 

𝑂𝑏𝑗(𝜃) =  ∑ 𝑙 (𝑦𝑖,   𝑦�̂�) + ∑ Ω(𝑓𝑘)                𝐾
𝑘=1

𝑛
𝑖   (3) 

 

where, ∑ 𝑙 (𝑦𝑖,   𝑦�̂�) 𝑛
𝑖  – loss function, which is 

used for predicting probabilities for binary 

classification as well as multi-class problems and 

they are represented as  

"binary: logistic," 

“multiclass: softprob” 

 

∑ Ω(𝑓𝑘) 𝐾
𝑘=1    regularization parameter. The 

constant term acts as the weights, specifically the 

lambda-L2 regularization. During the gain and 

weight (prediction) computations, the Hessian is 

added to the loss function's second derivative. The 

parameter can also be the 'gamma' value, where the 

larger the gamma value is, the more conservative the 

Algorithm will be, 

Ω(𝑓𝑘)  – complexity of the tree, which is 

represented using the equation number 4, 

In this case, the lower the function value, the 

better the tree's generalization ability and the 

complexity of the tree is represented as,  

 

Ω(𝑓𝑘) = 𝛾T+
1

2
𝜆 ∑  𝑇

𝑗=1 𝜔𝑗
2                                         (4) 

 

where, 

𝛾 – penalty item of the L1 regularity, 𝜆 - penalty 

item of the L2 regularity, which is a custom parameter 

of the Algorithm, T is the number of terminal leaves 

and 𝜔𝑗  is the score in each leaf.  

Here, instead of learning all the trees at once, 

which complicates optimization, we may use the 

additive technique, minimize the known loss, and add 

a new tree, as seen below: 

 

𝑦𝑖0̂ =0 

𝑦𝑖1̂ = 𝑓1 (𝑥𝑖) = 𝑦𝑖0̂+𝑓1 (𝑥𝑖) 

𝑦𝑖2̂ = 𝑓1 (𝑥𝑖) +  𝑓2 (𝑥𝑖) = 𝑦𝑖1̂+𝑓2 (𝑥𝑖) 

. 

. 

. 

𝑦𝑖�̂� = ∑ 𝑓𝑘 (𝑥𝑖) =  𝐾
𝑘=1 𝑦𝑖(𝑡−1)̂ +𝑓𝑡 (𝑥𝑖) 

 

Thus, the objective function of the above model 

is defined as, 
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𝑂𝑏𝑗(𝑡) =  ∑ 𝑙 (𝑦𝑖,   𝑦�̂�(𝑡)) +  ∑ Ω(𝑓𝑖) 
𝑡

𝑖=1

𝑛

𝑖=1
 

= ∑ 𝑙 (𝑦𝑖,   𝑦�̂�(𝑡−1)) + 𝑓𝑡 (𝑥𝑖) + 𝑛
𝑖=1 Ω(𝑓𝑡) +

       𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

𝑂𝑏𝑗(𝑡) =  ∑  (𝑦𝑖  − (𝑦�̂�(𝑡−1) ) + 𝑓𝑡 (𝑥𝑖))2
𝑛

𝑖=1

+  ∑ Ω(𝑓𝑖) 
𝑡

𝑖=1
 

=  ∑  [2 ((𝑦�̂�(𝑡−1) −  𝑦𝑖  )𝑓𝑡 (𝑥𝑖)) + 𝑓𝑡 (𝑥𝑖)2] +𝑛
𝑖=1

 ∑ Ω(𝑓𝑖) 𝑡
𝑖=1 + 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  

 

Now, let's apply the Taylor series expansion up to 

the second order; we get: 

 

𝑂𝑏𝑗(𝑡) = ∑ [𝑙 (𝑦𝑖,   𝑦�̂�(𝑡−1)) + 𝑔𝑖𝑓𝑡 (𝑥𝑖) +𝑛
𝑖=1

1

2
ℎ𝑖 𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡) + +𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡                      (5)      

 

where, 

 

𝑔𝑖= ∂ 𝑦�̂�(𝑡−1) 𝑙 (𝑦𝑖,   𝑦�̂�(𝑡−1))                                       (6) 

 

ℎ𝑖 = 𝜕2𝑦�̂�(𝑡−1) 𝑙 (𝑦𝑖,   𝑦�̂�(𝑡−1))                                     (7) 

 

now, by simplifying and applying Eqs. 6 and 7 in 

Eq. 5 by removing the constants, we get, 

 

𝑂𝑏𝑗(𝑡) =  ∑ [𝑔𝑖𝑓𝑡 (𝑥𝑖) +
1

2
ℎ𝑖 𝑓𝑡

2(𝑥𝑖)] + Ω(𝑓𝑡) 𝑛
𝑖=1  

(8) 

 

Now, we define the regularization term, but first, 

we need to define the model, and the regularization 

term is represented below, 

From Eq. 4, our objective function becomes, 

 

𝑂𝑏𝑗(𝑡) ≈  ∑ [𝑔𝑖𝑤𝑞 (𝑥𝑖) +
1

2
ℎ𝑖 𝑤𝑞

2(𝑥𝑖)] + 𝛾𝑇 +𝑛
𝑖=1

1

2
𝜆 ∑  𝑇

𝑗=1 𝜔𝑗
2  

= ∑ [ (∑ 𝑔𝑖𝑖∈𝐼𝑗
) 𝜔𝑗 +

1

2
(∑ ℎ𝑖 + 𝜆)𝜔𝑗

2
𝑖∈𝐼𝑗

]𝑡
𝑗=1 + 𝛾𝑇   

      (9) 

 

Now, we simplify the above expression: 

 

𝑂𝑏𝑗(𝑡) =  ∑ [ 𝐺𝑗𝜔𝑗 +
1

2
(𝐻𝑗 + 𝜆)𝜔𝑗

2]𝑇
𝑗=1 + 𝛾𝑇 (10) 

 

where,  

 

𝐺𝑗 = ∑ 𝑔𝑖𝑖∈𝐼𝑗                                                               (11) 

 

𝐻𝑗 = ∑ ℎ𝑖𝑖∈𝐼𝑗                                                               (12) 

 

In this equation, ωj  are independent of each other 

(𝐺𝑗 and 𝐻𝑗), the best ωj for a given structure q(x) and 

the best objective reduction is:  

 

𝜔𝑗
∗ =  −

𝐺𝑗

𝐻𝑗+𝜆
                                                             (13) 

 

𝑂𝑏𝑗∗ =  −
1

2
∑ [ 

𝐺𝑗2

𝐻𝑗+𝜆
]𝑇

𝑗=1 +  𝛾𝑇                              (14) 

 

Gamma is a pruning parameter that reduces the 

decision tree's size by removing the redundant class 

of instances, i.e., to do the split operation with the 

least amount of information gain. This parameter is 

also responsible for improving the prediction 

accuracy and reducing the overfitting problem. 

In this case, dividing the nodes in a decision tree 

is required. The greedy algorithm enumerates 

partitioning schemes by repeatedly starting with a 

leaf and adding branches to the tree. The decision 

tree's gain value is the difference between the scores 

before and after splitting. The ideal split is the one 

with the highest gain value. After splitting, IL and IR 

are expected to construct an instance set of nodes on 

the left and right. Eq. 15 gives the split gain value 

assuming I= IL ∩ IR. 

The segmentation with the most considerable 

gain value is the best, 

 

𝐺𝑎𝑖𝑛 =
1

2
[

𝐺𝐿
2

𝐻𝐿+𝜆
+

𝐺𝑅
2

𝐻𝑅+𝜆
−   

(𝐺𝐿+𝐺𝑅)2

𝐻𝐿+𝐻𝑅+𝜆
  ]                  (15) 

 

Eq. (15) represents a measure of impurity which 

is commonly used in the decision tree algorithms, 

where it aims to minimize the impurity or to 

maximize the purity in the splitting process.  

The architecture of the proposed LCGM-boost 

regression model for the lettuce crop yield prediction 

is represented in Fig. 1. 

There are four steps of the XGBoost algorithm for 

monitoring the lettuce crop growth in Aeroponic 

vertical farming. The steps are listed and explained 

below: 

 

1) Collection of the data 

2) Processing raw data 

3) Exploratory data analysis (EDA) 

4) Feature engineering 

3.2 Collection of the data 

The essential growth parameters of the lettuce 

crop, such as pH, EC, temperature, PPM and turbidity, 

are collected from the lettuce crop growth aeroponic 

vertical farming tower of about eight days. The 

amount of data is about 3432 rows and 5 columns as 

shown a sample dataset in the Fig. 2. Also The  
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Figure. 1 Lettuce Yield prediction system 

 

 
Figure. 2 Sample lettuce crop growing dataset 

 

 
Figure. 3 Dataset visualization using boxplot 

 

utilized time-series dataset is visually represented in 

the form of a boxplot in Fig. 3 which is used to 

identify the average value of the data, how dispersed 

the data is, whether skewness is present in the data, 

and the presence of outliers in the data.  

The above boxplot represents the mean of the 

distribution of the corresponding dataset. The x-axis 

represents the parameters such as pH, EC, 

temperature, turbidity and PPM. In contrast, the y-

axis represents the values from 0.0 to 1.0, which 

denotes the average distribution of the parameters. 

For example, when considering the parameter pH, the  
 

 
(a) 

 
(b) 

Figure. 4 (a) Outliers representation of temperature and 

(b) Outliers representation of PPM 
 

average distribution was 0.5, with outliers ranging 

from 0.1 to 1.0. Similarly, the other parameters were 

represented. 

3.3 Data preprocessing 

One of the essential steps in machine learning 

algorithms is data preprocessing. The time series data 

must be preprocessed to remove the effect of 

duplicate, unusual, and missing data from the original 

data before feeding it into the machine learning 

model. The steps are as follows: 

 

a) Eliminating duplicate data- The repeated time 

series data is averaged to reduce the data 

collection error caused by the sensor. Thus, 

removing duplicate data will reduce the 

complexity of data processing by the machine 

learning model. 

b) Correct the abnormal data: Identify the outliers 

in the data through boxplots. It is observed that 

the dataset collected may have many abnormal 

values. So, these abnormal values can be 

corrected using this preprocessing technique. 

c) Fill in the missing values: If the dataset is found 

to be missing, the necessary values are filled with 

the appropriate values. 

d) Fill in the data-Obtained by cleaning the faults 

of the test set. 

e) Removing the outliers: Though many 
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preprocessing techniques are available, the 

method adopted in the research work was 

eliminating the outliers. The dataset parameters 

used, namely pH, turbidity, EC, Temperature and 

PPM concerning the outliers, were visualized in 

Fig. 4 (a) and (b). 

 

The dataset undergoes the preprocessing 

technique called removing the outliers to improve the 

performance of the developed regression model. The 

prediction results have been briefly discussed in the 

results and discussion section. 

3.4 Exploratory data analysis (EDA) 

One of the crucial stages after the data cleaning 

process is the exploratory data analysis (EDA) which 

is the graphical representation of the datasets with the 

help of pairwise plots (other plots are also available) 

to find the relationships or anomalies to inform the 

subsequent analysis in the dataset. Though many 

methods are available in EDA, one of the most 

overwhelming practical tools is the pairs plot (also 

called pairwise plot or scatterplot matrix). These pair 

plots are used to display both the distributions of 

single variables and the relationship between the two 

variables.  

In the carried research work, the pair plots are 

implemented using the seaborn data visualization 

library in the Python language platform Jupyter 

Notebook. The histogram, which is used to analyze 

the distribution of a single variable, is shown on the 

diagonals in the pairs plot. In contrast, the scatter 

plots on the upper and lower triangles illustrate the 

relationship between the two variables. The default 

pairs plot by itself often gives us valuable insights. 

For the dataset utilized, the pair plots are represented 

in the next section with the input parameters pH, EC, 

Temp, Turbidity, and PPM.   

3.5 Plots pair grid concerning the correlation 

coefficient 

The mathematical concept known as the 

correlation coefficient is often used to assess how 

closely two input variables are related (most 

preferably in regression techniques). There are three 

categories of correlation coefficients, namely, 

positive, negative and no correlation. The positive 

values indicate a strong positive correlation between 

the input variables. In contrast, values approximately 

equal to zero will fall under the category of no 

correlation and the negative values show a strong 

negative correlation among the input variables [33].  

For illustration, in the utilized dataset, the 

correlation of the pH data with the other input  

 

 
Figure. 5 Visualization of the correlation coefficient of 

the input parameters 

 

parameters is shown. When the parameter EC in the 

y-axis is considered, the correlation between the 

turbidity, temperature, and PPM were -0.02, -0.08 

and -0.1, respectively. This indicates no correlation 

(since zero has no positive or negative sign) with the 

input parameters since the correlation values were 

approximately equal to zero. Similarly, when the 

turbidity and temperature of the y-axis are considered, 

the correlation values of the temperature and PPM 

were 0.14, 0.14 and 0.03, respectively, indicating no 

correlation between the input parameters. Finally, the 

graphical representation of the correlation coefficient 

of the scatter plots was displayed above each plot as 

shown in Fig. 5. 

3.6 Feature engineering 

Because there are several types of time series data 

in the indoor vertical farming setting, feature 

engineering is necessary. To increase prediction 

reliability and generalization, aspects of preprocessed 

data must be retrieved, chosen, and organized. First, 

we extract the polynomial, statistical, aggregate, 

crossover, and historical information characteristics 

of pH, EC, temperature, turbidity, PPM, and light. 

Second and third, the discrete aspects of the data are 

separated into buckets to improve the model's 

generalization. The data is organized into buckets 

based on the hour and day. Then, splice some training 

set data into the test set to complete the statistical 

characteristics.  

4. Results and discussions 

This section deals with the performance of the  
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Figure. 6 Dataset visualization using correlogram 

technique 

 

proposed LCGM-Boost. The section is split into six 

different sub-sections as follows. 

4.1 Platform used 

For experimenting with the lettuce crop growth 

monitoring system, the Anaconda navigator software 

is used to collect the number of applications, 

packages, and environments and Python code is used. 

For the research work, the Jupyter NoteBook 

platform is mainly used for running the Python code. 

The XGB regression algorithm is used for the 

implementation purpose where all the packages 

needed were available in the list of Python packages. 

The box was initially imported and the version of the 

regression algorithm was 1.6.2. 

4.2 Data visualization and processing 

The next step was exploring the dataset, which 

included importing, reading and displaying the 

dataset in the form of graphs. Initially, to visually 

represent the information about the dataset in 

graphically (in pictorial form), the package called 

“matplotlib” was highly utilized. This package was 

also incorporated to further describe the result 

analysis at the end of the discussion section. Here, for 

visualization purpose, correlogram data visualization 

technique was adopted as shown in Fig. 6. 

4.3 Parameter tuning and running the model 

Once the dataset was graphically represented, the 

data splitting was carried out. Here two different 

variables were used, namely X and y. Both variables 

were used for training and testing purposes. The first 

six days of data are used for training, and the next two 

days are used as the test data set. To optimize the  
 

 
Figure. 7 Dataset splitting 

 
Table 2. Necessary parameters and parametric values 

Name of the Parameter Parameter Value 

base_score 0.5 

booster gbtree 

colsample_bylevel 1 

colsample_bynode 1 

colsample_bytree 1 

early_stopping_rounds None 

learning_rate 0.300000012 

max_cat_to_onehot 4 

max_depth 6 

max_height 4 

min_child_weight 1 

n_estimators 100 

num_parallel_tree 1 

predictor Auto 

random_state 0 

reg_lambda 1 

verbosity None 

 

 

parameters of the XGBoost model, the complete six 

days of training data are split as follows: four days of 

data are utilized as the training set, and the following 

two days are used to validate the model parameters. 

Fig. 7 depicts the division of the training set, 

validation set, and test set. 

During the dataset splitting, the test size of the 

dataset was 0.20, i.e., 80% of the dataset was used for 

training the LCGM-Boost and 20% of the data was 

used for testing purposes respectively. The reason for 

80-20 split-up is that the model showed better 

prediction results while it showed poor performance 

for other split-ups. Then, the most critical parameters 

used by the XGB regressor were displayed, 

particularly the parameter called n_estimators, whose 

value was 100. 

Next comes the training phase. The XGB model 

was trained on 80% of the dataset. The important 

parameters and their respective parametric values, 

which are used in the regression model, were 

tabulated in Table 2. 

4.4 Grid searchCV 

Grid searchCV is a parameter searching 

technique used in XGB regression to find the best 

parameter values. It is associated with the cross-
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validation approach and tests the model for each 

combination of values provided in the dictionary. Its 

main advantage is finding the best solution for hyper-

parameter tuning. 

4.5 Performance analysis of the LCGM-boost 

model  

The performance metrics used for measuring the 

performance of the proposed LCGM-boost 

regression model were MSE, RMSE, MAE. The 

detail description on the performance metrics were as 

follows: 

 

a) Mean squared error (MSE): MSE is the 

average squared difference between the predicted 

and the actual values of lettuce yield. It is 

calculated as the average of the squared residuals 

between the predicted and the actual values, as 

represented in Eq. (16). 

 

𝑀𝑆𝐸 = (
1

𝑛
)∗∑(𝑦_𝑝𝑟𝑒𝑑 − 𝑦_𝑎𝑐𝑡𝑢𝑎𝑙)2          (16) 

 

where y_pred is the predicted value of the lettuce 

yield, y_actual is the actual value of the yield, and n 

is the number of observations. 

b) Root mean squared error (RMSE): As the 

metric name indicates, it is the square root of the 

MSE value. It measures the average distance 

between the predicted and the actual values of the 

lettuce yield in the same units as the original data. 

RMSE is a popular metric because it penalizes 

significant errors more than minor errors and is, 

therefore, more sensitive to outliers than MSE. 

 

𝑅𝑀𝑆𝐸 =  

√(𝑀𝑆𝐸) (𝑜𝑟)√(
1

𝑛
)∗∑(𝑦_𝑝𝑟𝑒𝑑 − 𝑦_𝑎𝑐𝑡𝑢𝑎𝑙)2    (17) 

 

c) Mean absolute error (MAE): MAE measures 

the average absolute difference between the 

predicted and actual values of the lettuce yield. It 

is calculated as the average of the absolute 

residuals between predicted and actual values. 

 

𝑀𝐴𝐸 = (
1

𝑛
)∗∑(𝑦_𝑝𝑟𝑒𝑑 − 𝑦_𝑎𝑐𝑡𝑢𝑎𝑙)                (18) 

 

d) R-squared metric: R2 ranges from 0 to 1, where 

a value of 1 indicates the perfect fit and a value 

of 0 represents no relationship between the 

variables. 

 

𝑅2 = 1 − [
∑(𝑦_𝑎𝑐𝑡𝑢𝑎𝑙−𝑦_𝑝𝑟𝑒𝑑)2

∑(𝑦_𝑎𝑐𝑡𝑢𝑎𝑙−𝑦_𝑚𝑒𝑎𝑛)2] (19) 

 
Figure. 8 Prediction graph of LCGM-boost regression 

model with outliers, without hyper parameter tuning 

 

Figure. 9 Final prediction graph of LCGM-boost 

regression model 
 

where y_pred is the predicted value of the lettuce 

yield, y_actual is the actual value of the yield, and 

y_mean is the mean value of the lettuce yield. 

4.6 Prediction graphs 

The prediction graphs are used to graphically 

analyse the model’s accuracy in yield prediction 

based on the provided input parameters. A sample of 

a prediction graph is being represented below for a 

particular time series dataset “turbidity” and 

explained in detail. 

From Fig. 8, it is seen that the predicted values 

(denoted in blue color) flow with the actual values 

(represented in orange color) with slight deviation. So, 

for the developed regression model based on the 

dataset provided, the error rates such as MSE, RMSE 

and MAE were 0.53, 0.72 and 0.96, which is closer 

to one, indicating that the model has to be tuned 

further for better performance, i.e., to reduces the 

scores of those error metrics. This can be done by 

removing the outliers present in the dataset. Once the 

preprocessing is done, the outliers will be removed 

(as discussed in the data preprocessing section).  

After removing the outliers, the preprocessed  
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Table 3. Comparative analysis 

Regression Type MSE RMSE MAE R2 

Support Vector 

Regressor [34] 

1.84 1.36 3.85 0.91 

Random Forest [35] 3.49 1.87 1.97 0.92 

XGBoost [36] 2.85 1.69 2.2 0.93 

LCGM-Boost 

(Proposed) 

0.40 0.63 0.36 0.95 

 

 

 
Figure. 10 Comparative results of LCGM-boost 

regression model with other models 

 

dataset was again fed into the model for predictions. 

So, after preprocessing, the model produced better 

prediction results as shown in Fig. 9 with reduced 

MSE, RMSE and MAE scores of 0.40, 0.63 and 0.36 

respectively compared to the dataset before 

preprocessing. The accuracy of the model was 

95.8645% which was comparatively higher. This 

indicates that the proposed LCGM-boost regression 

model was better trained on the dataset, validated and 

tested and produced better prediction accuracy.  

4.7 Comparative analysis of LCGM-boost 

regression model with other regression models 

The result outcome of the proposed LCGM-boost 

regression model were comparatively analyzed with 

the other regression models such as Support vector 

regressor [34], Random forest [35], XGBoost [36] 

respectively as shown in Table 3. 

After removing the outliers, the prediction results, 

such as MSE, RMSE, MAE and R-squared values 

that are produced by the proposed model are and 

other regression models were shown in Fig. 10. The 

proposed work was compared with the other 

regression models, such as support vector regressor 

[34] where, the authors used three different scenarios 

for predicting the yield. The proposed model was 

compared with random forest model [35], and 

XGBoost regression model [36].  

All these models produced the MSE scores of 

1.84, 3.49, 2.85 and 0.40 (Least by LCGM-Boost), 

RMSE scores of 1.36, 1.87, 1.69 and 0.63 (minimum 

error rate by LCGM-boost model) while the observed 

MAE metrics were 3.85, 1.97, 2.2, 0.36 (minimum 

error rate by LCGM-Boost model) and the R-squared 

values of 0.91, 0.92, 0.93, 0.95 (maximum value by 

the LCGM-Boost algorithm) respectively. In all 

performance metrics, the proposed model 

outperforms competing models, which are mainly 

significant values. Hence, this LCGM-boost model 

can be highly utilized to automate lettuce crop growth 

monitoring and yield prediction.  

5. Conclusion and future scope 

The aeroponic crops allow plant roots to be 

suspended in the air, leading to the lettuce crop 

growth analysis through the performance results 

obtained by the LCGM-boost implementation. Here, 

the growth parameters are not strongly dependent on 

one another because it is a controlled indoor farming 

environment. This article proposes a lettuce crop 

growth monitoring and yield prediction system using 

the LCGM-boost regression method, which works 

similarly to the XGBoost algorithm where the 

considered growth parameters (input) are pH, EC, 

PPM, Turbidity and temperature. With the help of the 

proposed model, the growth and yield of an aeroponic 

lettuce plant can be continuously monitored and 

predicted by analysing the outcomes of the collected 

data using the lettuce growth dataset. Also, the 

LCGM-Boost regression model shows the desired 

output with better prediction accuracy of 95.86% and 

the least MSE, RMSE and MAE scores for the chosen 

lettuce crop. Hence, the proposed regression model is 

most suitable for automating the lettuce crop growth 

environment and yield prediction without any doubts. 

The present work considered five lettuce growth 

parameters and provided suggestions for the 

following researchers. Before transferring to an 

aeroponic system, plants should go through a normal 

germination process and hydrogen peroxide should 

be introduced to the reservoir. The proposed LCGM-

boost regression model should be improved by 

providing other lettuce growth indoor parameters and 

conducting more numerical experiments. Different 

transformations are also possible to increase the 

lettuce crop's productivity within the stipulated 

period. Those issues would be considered and will be 

incorporated in the future work. The machine 

learning models have the potential to be a quick tool 

for predicting agricultural production and tragedy 

evaluation across a vast area. 
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