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Abstract: In recent years, the growth of malicious software is becoming high and led to a huge number of security 

threats. The malware exploits the system information and uses the important information of the user without any 

intimation. Moreover, the malware furtively directs that information to the servers which are organized by the attackers.  

In recent years, researchers and scientists discovered anti-malware products to identify known malware. But, these 

methods are not robust to detect obfuscated and packed malware. The fore mentioned issues rely on the existing 

approaches can be rectified using the hybridized least absolute shrinkage selection operator and cross validation 

(LASSO-CV) algorithm are proposed. The LASSO is used in the process of selecting the stochastic features and CV 

visualize the feature using weighted co-efficient approach. The effective features are selected by the LASSO-CV 

algorithm which eases the process of classifying the malware. This research also utilized long-short term memory 

(LSTM)-softsign classifier to classify the malware. The malware samples are collected from the VXHeavens and 

android malware dataset (AMD) dataset which consists of malware samples from various software. The classification 

results obtained from the LSTM-softsign classifier have better classification accuracy of 97.85% for VX heavens 

dataset and 99.24% for AMD.  

Keywords: Least absolute shrinkage selection operator, Cross validation, Long-short term memory, Malware 

classification, Softsign function, VXHeavens. 

 

 

1. Introduction 

Malicious software is generally termed as 

malware which affects the computer systems and 

conciliates with the security of the user. A code or 

application is noted as malware when it performs 

against the path of computer users and takes part in 

malware activities [1]. In other words, malware is 

known as software that manipulates the sensitive data 

or confidential information of internet users [2]. 

Malware is an ideal platform for attackers or hackers 

who utilize harmful software and attacking strategies 

to corrupt the user’s security and gives threats [3]. 

There is an increase in the count of various 

applications and android devices in recent years and 

this leads to an increase in the number of users. It is 

considered a revolution in technology, but at the same 

time, it leads to increased security issues and privacy 

concerns for users [4, 5]. These issues are due to the 

exchange of data, interaction among social networks, 

digital transactions, etc [6]. The Malware creators 

employed various methodologies to create fresh 

constraints of malware consisting of instruction 

variation, variation in the codes of software, and 

inserting non-operative conditions. 

Malware analysis is a method that is based on 

detecting [7] and understanding the behavior of the 

malware. Generally, the analysis of malware takes 

place by extraction of opcodes, APIs, system calls 

and traces of the network [8] The malware is detected 

based on two approaches such as signature-based and 

heuristic based detection. The detection method 

based on a signature based approach does not produce 

false positives since it is designed by a malware 

analyst. However, the signature based approach can 

detect only the known malware and leave the users in 

unsecured conditions. So, in recent days most of the 

research is based on heuristic-based approaches [9, 
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10]. The accuracy in detecting the malware is based 

on identifying the corrupted files and separating them 

from the malware group [11, 12]. Research using 

machine learning techniques in the detection of 

malware is increasing rapidly. Machine learning 

techniques are utilized in the analysis and selection of 

features to provide better classification performance 

[13-15]. To overcome the mentioned problems, the 

deep learning approach is utilized in this research.  

The major contributions of this research are listed 

as follows: 

 

1. This research proposed a hybrid LASSO-CV 

algorithm for feature selection. The features 

selected using the hybrid LASSO-CV make 

the classification process easier by providing 

better accuracy and classifying the malware 

from the software applications.  

2. The LSTM-Softsign classifier utilized in this 

research maps with a large probability value 

and obtains better classification performance.   

 

The remaining paper is organized as follows, 

section 2 represents the related works of the paper. 

The proposed method is discussed in section 3. The 

results and discussion are provided in section 4. 

Finally, section 5 represents the overall summary of 

the paper. 

2. Related works 

Ashik [16] have introduced a methodology to 

detect malicious files utilizing various datasets which 

have samples related to real-time malware.  The 

methodology was based on machine learning and 

deep learning techniques. The machine learning 

modules were trained based on the selected features 

obtained from maximum relevance and variance 

analysis. The deep learning modules are utilized in 

the classification of unknown samples. The 

performance was evaluated based on the results 

obtained from API and system calls. The features are 

selected from the factorial criterion of Analysis of 

Variance (ANOVA). The proposed methodology 

utilized an obfuscation technique to detect malicious 

files and classifies the unknown samples effectively. 

However, the proposed methodology is vulnerable to 

attacks based on cyber security.   

Moti [17] have presented a framework for 

generative adversarial network (GAN) to detect the 

malware samples present in the IoT layer. The high 

level features were selected using convolutional 

neural network (CNN) and GAN was utilized for 

creating new samples of malware. The attention-

based model is a combination of CNN and long short 

term memory (LSTM) which was utilized to improve 

attention to extract the features. The proposed 

framework was effective and efficient to detect the 

malware present in the opcode or other data. However, 

the training of the proposed framework with limited 

data leads it to remain recessive for more data. 

Li [18] introduced a framework based on 

incremental malware classification (IMC) that was 

comprised of opcode sequence extractor to extract the 

opcodes from the samples of malware and then 

transform them into n-gram sequences. The features 

were selected using the opcode sequence selector to 

select the representative sequence and the 

classification is performed using the IMC-support 

vector machine (IMC-SVM) classifier. The SVM 

classifies the malware and updates it to the IMC. The 

input data were obtained from the VX Heavens 

dataset where the 600 samples of malware are 

categorized as 500 for training and 100 samples for 

testing. The IMC can learn new class knowledge 

without disremembering the old class knowledge. 

However, the performance of the IMC-SVM 

classifier was poor when the samples became less 

than 1000.  

Talal and Zagrouba [19] have introduced a robust 

malware anomaly detection system (RoMADS) 

which was based on the deep learning technique that 

can detect renewable malware. The deep learning 

method was utilized to progress the efficiency of 

MADS in the IoT environment. The RoMADS 

consist of the architecture of fog computation and the 

architecture of IoT. The architecture of fog 

computation and IoT process the sensors and 

gateways before storing them in the cloud which is 

considered the time reduction process. However, 

regular updates must be provided in the RoMADS 

system to ensure security.     

Kim [20] have introduced a static automated 

method to classify malicious code using the machine 

learning method. The classification system was based 

on a static automated method that categorizes the 

malware by using the portable executable (PE) 

structure. The pre-processing was performed to 

extract the hash values and PE data to proceed with 

image conversion. The image was created using the 

image create module based on CNN and converted to 

the image data. When the obtained code possessed 

similar results, the classification was repeated. If 

again the code possessed similar results, it is 

considered malicious code. The automated 

classification system can detect the response and 

transmission of real-time data. However, the 

automated method only classifies the malicious codes 

and not their types. 

XianWei Gao [21] have introduced a MaliCage 
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framework to categorize the malware using deep 

neural network (DNN) and generative adversarial 

network (GAN). The MaliCage is comprised with 

three modules such as packer detector, malware 

classifier and a packer. After distinguishing the 

packed samples, the sandbox is used to extract the 

features. Finally, GAN was used to create fake 

malware samples which improvise the classification 

process performed using DNN. The packer detector 

used in the MaliCage framework opcode the features 

effectively which helps in the process of classifying 

the malwares. However, the suggested approach 

faced issues while detecting the family of packed 

malwares. 

Xusheng Wang [22] have introduced a stacked 

ensemble learning framework refereed as MFDroid 

for detection of android malware. The feature 

selection was performed using seven algorithms to 

select the API calls and opcodes. Moreover, logical 

regression was used as a meta classifier. At last, each 

and every individual features were used to detect the 

difference among the malicious and benign 

applications. However, the usage of single learning 

algorithm in the suggested approach was affected by 

data skew and computational burden.             

Hairen Gui [23] have introduced aligned 

assembly pre-training function embedding (AAPFE) 

model for analysis of malware. The suggested 

approach effectively performs data augmentation and 

the triplet network structure is embedded to the 

trained model. Every network mines the instruction 

sequence with the help of self-attention mechanism 

and graph convolutional neural network. However, 

the issues related to binary obfuscation occurred 

while extracting block level information. 

3. Hybridized least absolute shrinkage 

selection operator and cross validation 

(Lasso-CV) algorithm for feature selection  

The classification of malware in software codes 

and software applications is not an easy task in the 

interpretation of malware classification. This 

research proposed a hybrid of the LASSO-CV 

algorithm which is utilized in feature selection. The 

features selected using the hybrid LASSO-CV make 

the classification process easier by providing better 

accuracy and classifying the malware from the 

software applications. The overall process involved 

in the classification process is diagrammatically 

represented in Fig. 1 as follows: 

3.1 Dataset 

This research collected malware samples from  
 

 
Figure. 1 Process involved in the classification of 

malware 

 

the dataset known as VXHeavens [24] which consists 

of 23000 sample files of which 932 are malware 

samples and the benign software samples are 

gathered from Windows XP system directory and 346 

PE format EXE files such as multimedia software, 

graphics software, etc. The malware samples from 

benign software are identified from 265 anti-virus 

software applications. The VXHeavens website has 

586 samples which include viruses, worms, Trojans 

etc. Secondly, android malware dataset (AMD) [25] 

with 40000 applications are taken into consideration 

to evaluate the efficiency of the proposed approach. 

Among 4000, 2000 samples are selected from Derbin 

project and 2000 legitimate apps were downloaded 

from Google Play store.  

3.2 Pre-processing  

After collecting the data from the datasets, pre-

processing is necessary to be performed. Since the 

malware files consist of redundant data and 

unnecessary files they should be removed from them. 

The malware files obtained from the VXHeavens 

dataset are pre-processed to select the required 

features from the dataset. Here, pre-processing is 

performed to obtain the selected features from the 

dataset. 

3.3 Feature selection using hybrid least absolute 

shrinkage selection operator and cross validation 

(LASSO-CV) algorithm  

The output from the pre-processing is provided as 
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the input for the feature selection process using 

hybridized LASSO-CV algorithm. Feature selection 

is an essential process that ease the process of 

classification and provides better results. Feature 

selection is described as the selection of variables or 

attributes where the subsets of appropriate features 

are selected to construct the model. Initially, the 

feature selection process is utilized in the field of 

statistical learning and it is now applicable in various 

fields such as signal processing, classification of text, 

image classification, etc. The previous research 

utilized stepwise regression and CV to overcome the 

Malware problems, but the outcomes of these 

methodologies don’t provide enough classification 

results. To overcome these issues, the hybrid of the 

LASSO-CV algorithm is introduced which selects the 

stochastic features and provides better classification 

accuracy than the existing methodologies.  Based on 

each statistic, a specific feature is visualized and 

weighted by co-efficient 𝑎 = ( 𝑎1, … , 𝑎𝑟)𝑇 .  The 

basis matrix is represented as  𝜑𝑁×𝑃 = (𝜑1, … , 𝜑𝑃)  
where the sample collection is represented as 𝑁 

which has the feature 𝑃.  The specific feature is 

represented in a column and the realization is 

represented in rows. The realization of the output 

field is denoted as ℎ = (ℎ1, … , ℎ𝑁)𝑇   and the 

prediction of the model is denoted as ℎ̂ = 𝜑𝑎 =

(ℎ̂1, … , ℎ̂𝑁)𝑇 .   
The LASSO works based on Least Angle 

Regression (LAR) to remove the unnecessary 

features using a constraint co-efficient which is 

represented in eq. (1) as follows: 

 

𝑎𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔 𝑚𝑖𝑛{‖ℎ − ℎ̂2‖}2 , s.t. ‖𝑎‖1 ≤ 𝑡  (1) 

 

Where the penalty term of the L1 norm is denoted 

as ‖𝑎‖1 whose value is ∑ |𝑎𝑗|𝑃
𝑗=1 ≤ 𝑡.  

The corresponding Langrangian formulation of 

Eq. (1) is denoted in Eq. (2) as follows: 

 

𝑎𝐿𝐴𝑆𝑆𝑂 = 𝑎𝑟𝑔 𝑚𝑖𝑛 {‖ℎ − ℎ̂2‖
2

+ 𝜆‖𝑎‖1}            (2) 

 

Where the Langrangian factor is represented as 

𝜆 ∈ [0, +∞),  a one-to-one mapping is performed 

among 𝑡 and. 

LASSO combined with LAR can overcome the 

problem related to complex computations by using 

the L1 norm. So, it is effective to be used in feature 

selection due to its shrinkage methodology. However, 

LASSO is expensive and lacks in performance when 

it comes to large features. To overcome these issues, 

this research utilized LAR to perform with LASSO. 

Since LAR is a heuristic search algorithm that aids 

better feature selection.  

The hybrid of LASSO-LAR and CV is efficient 

and deals better with high dimensional issues when 

𝑁 ≪ 𝑃.  The steps involved in LASSO-CV for an 

efficient feature selection are represented as follows:  

 

(i) During the initialization process, each 

feature present in the vector column is 

normalized and target values are centralized 

based on Eq. (3) as follows: 

 
1

𝑁
∑ 𝜑𝑖𝑗 = 0,𝑁

𝑖=1  
1

𝑁
∑ 𝜑𝑖𝑗

2 = 1,𝑁
𝑖=1  𝑗 =

1, … , 𝑃 𝑎𝑛𝑑 
1

𝑁
∑ ℎ𝑖 = 0,𝑁

𝑖=1                              (3) 

 

Initialization takes place with residual 𝑟 = ℎ and 

the value of 𝑎1,… ,𝑎𝑃 = 0 

(ii) The feature vector 𝜑𝑗 which is linked with 𝑟 

is identified. 

(iii) The co-efficient 𝑎𝑗  is transferred as least-

square co-efficient when another competitor 

𝜑𝑘 is correlated with the current residual 𝜑𝑗 . 

(iv) The subset {𝑎𝑗, 𝑎𝑘}  moves in a defined 

direction of least square co-efficient until 

another subset occurs in the direction of 

current residuals.  

(v) when the non-zero co-efficient reaches 0, the 

features are dropped and computation occurs 

in the direction of the least square value.  

(vi) This feature is continued till the optimal 

feature subsets are selected. 

 

The algorithm is known as the least angle because 

utilized the smallest and equal angle with an active 

subset of the feature 𝐴𝑘.  With step 5 being the 

primary change, the LASSO-CV algorithm is 

relatively similar to the LAR algorithm. Even if the 

chosen characteristics were incorrectly identified in 

earlier phases, they are not dropped in LAR. The 

features in LASSO-LAR are evaluated based on the 

behavior of the coefficients. When the active feature 

subset 𝐴𝑘 is determined, the hybrid of LASSO-LAR 

is obtained which is represented in Eq. (4) as follows: 

 

𝑎𝐴𝑘

ℎ𝑦𝑏
= 𝑎𝑟𝑔 𝑚𝑖𝑛 {‖ℎ − 𝜑𝐴𝑘

𝑎‖
2

} =

( 𝜑𝐴𝑘

𝑇 𝜑𝐴𝑘
)−1𝜑𝐴𝑘

𝑇 ℎ                                           (4)  

 

The LASSO-LAR effectively offers an ideal path 

to directly deal with the optimization problems and it 

has an active feature subset that is constructed 

throughout each iteration of the algorithm. Because 

LASSO-LAR only supplies a few ratings to the 

feature subsets, ratings will be established using 
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specific criteria, and the best subset will then be used 

for model creation. 

3.3.1.Cross validation  

The LAR utilized in the previous section helps in 

providing better results with LASSO but it is not 

capable to rectify the issues regarding the selection of 

constraints. To overcome this issue, this research 

utilized a cross-validation approach using random 

sub-sampling replication to select the best feature 

value. The replication method was used in cross-

validation to overcome the problem related to 

uncertainty and predictive ability in LASSO. At each 

replication, the reference features are categorized into 

two sub–features as training sample and the 

validation sample. The training sample estimates 

SNP using LASSO-LAR and the second is based on 

a validation sample which is used to validate the 

extracted features.  

Cross-validation takes place through three 

various approaches to classify the data into training 

and validation sets. 

 

(i) In the first case, the individual features are 

allocated using a random splitting method 

where the features are assigned to train the 

sample or cross-validate the sample.    

(ii) In the second case, the individual features 

are allotted to validation samples or training 

samples by segregating them within the 

overall features which take part in the 

process of cross-validation. 

(iii) In the final case, the validated sample is split 

among the features which take part in the 

previous iteration. i.e. the validated sample 

takes place in the overall feature or is present 

in the training sample. 

 

Lastly, cross-validation takes place in two 

categories such as training and validation. The 

validation occurs across the allotted features where 

each feature is trained and validated randomly. On 

other hand, the validation takes place within the 

feature set to train and validate the best features. Thus 

two cross-validation techniques are utilized to predict 

and select the relevant features which eases the 

process of classification.      

3.4 Classification using LSTM soft sign activation 

function 

The final stage is the classification of the selected 

features to classify the malware. This research 

utilizes a long short-term memory network (LSTM) 

with a soft sign activation function. LSTM is a special 

type of recurrent neural network (RNN), which can 

learn long-term dependence. The structure of LSTM 

is represented in Fig. 2. 

Cell state is the central component of LSTM, 

which can add or remove information from cells and 

selectively permit information to pass through the 

door mechanism to accomplish this. The forget gate, 

input gate, and output gate make up an LSTM. The 

input gate chooses what information to add to the cell 

state after the forget gate has decided which 

information to remove from the cell state. The cell 

state can be updated once these two points have been 

established. The output gate, in the end, determines 

the network's ultimate output. The process of the 

node present in LSTM is described in Eqs. (5-10) as 

follows: 

 

𝑓𝑡 = 𝜎(𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                          (5)  

 

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                            (6) 

 

 �̃�𝑡 = 𝑠𝑜𝑓𝑡𝑠𝑖𝑔𝑛(𝑊𝐶 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝐶)             (7) 

 

 𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ �̃�𝑡                                 (8) 

 

 𝑜𝑡 = 𝜎(𝑊0. [ℎ𝑡−1, 𝑥𝑡] + 𝑏0)                        (9) 

 

 ℎ𝑡 = 𝑜𝑡 ∗ 𝑠𝑜𝑓𝑡 𝑠𝑖𝑔𝑛(𝐶𝑡)                                (10)  

 

Where, the hidden state of the prior layer is 

denoted as ℎ𝑡−1, input for the current layer is denoted 

as 𝑥𝑡 .  The weight and biased state are denoted as 

𝑊 and 𝑏  respectively. The sigmoid function is 

denoted as 𝜎  and the output of the forget gate is 

denoted as 𝑓𝑡.  The output from the input gate is 

represented as 𝑖𝑡  and the intermediate temporary 

state is denoted as �̃�𝑡 . The state of the cell present in 

the prior layer id denoted as 𝐶𝑡−1 and the state of the 

cell present in the next layer is denoted as 𝐶𝑡 .  The 

output from the output gate and the hidden state of 

the succeeding layer is denoted as 𝑜𝑡  and ℎ𝑡 

respectively.  

Computing the output of the input and output gate 

individually doesn’t provide better performance so, 

the output from the input and output gate can be 

distinguished using the factor 1 − 𝑓𝑡.  This helps to 

improve the cell state for the next layer in the input 

and output gate, it is represented in Eq. (11) as 

follows: 

 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + (1 − 𝑓𝑡) ∗ �̃�𝑡                             (11) 
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Figure. 2 Structure of LSTM  

 
3.4.1. Softsign activation function 

Softsign is a type of activation function that can 

be utilized in LSTM. The features obtained using 

hybrid LASSO-LAR are combined with the LSTM 

and the features are sent to the Softsign classifier in a 

fully connected manner to perform the classification 

of malware. Softsign activation function maps with a 

large probability value and obtain better classification 

performance. The Softsign is a quadratic polynomial 

which is represented using the Eq. (12) as follows: 

 

𝑓(𝑥) = (
𝑥

|𝑥|+1
)                                           (12)  

 

Where the absolute input value is denoted as |𝑥|. 
The major variation in tanh and Softsign 

functions is the rate of convergence, in tanh it takes 

place in the exponential form and in Softsign it takes 

place in the form of polynomial.  

4. Results and analysis 

This section provides the results and analysis of 

this research. The result portion is classified into 

performance analysis and comparative analysis 

which are represented in the following sections. 

Moreover, the performance of the proposed approach 

is evaluated by considering the performance metrics 

such as accuracy, sensitivity, recall, F-1 score and 

Area Under Curve (AUC). 

Accuracy: It is calculated by dividing correct 

number of predictions to the total number of 

predicted values. The formula to evaluate accuracy is 

represented in Eq. (13). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                   (13) 

 

Sensitivity: It is defined as the proportion of total 

number of positive cases which is predicted as 

positive and it is evaluated using the Eq. (14). 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                (14) 

 

Recall: It is defined as the total number of actual 

positive labels identified by the model. 

F-1 score: It is evaluated by measuring the harmonic 

mean of precision and recall, it is evaluated using the 

Eq. (15) as follows: 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                         (15)  

 

Where 𝑇𝑃  is known as true positives, 𝑇𝑁 

represents the true negatives, 𝐹𝑃 represents the false 

positives and 𝐹𝑁 represents false negatives.      

4.1 Performance analysis 

The performance of LSTM-Softsign with the 

existing classifiers is evaluated in this section. The 

analysis is performed and the results are evaluated 

with and without the feature selection for two datasets 

such as VX Heavens and AMD. The performance of 

existing classifiers such as Iterative Dichotomiser 3 

(ID3), random forest (RF), Adaboost, Bagging and 

LSTM. The performance of the classifier without 

hybrid LASSO-LAR (Feature selector) is represented 

in Table 1 for VX Heavens and AMD dataset. The 

performance is evaluated based on accuracy, 

sensitivity, recall, F-1 score, and Area Under Curve 

(AUC).  

Results from table 1 show that the LSTM-

Softsign classifier attained lesser value in 

classification accuracy (90.81%) when compared 

with the existing classifiers such as LSTM (90.85%) 

and IDF (94.61%) for VX Heavens dataset. The 

absence of LASSO-LAR leads to reduce the 

performance of the LSTM-Softsign classifier. 

Without LASSO-LAR the redundant features are 

directly involved in the process of classification and 

affect the performance of the classifier. For, AMD 

dataset, the LSTM-soft sign classifier has achieved  
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Figure. 3 Graphical representations for the performance of classifiers without LASSO-LAR for VX Heavens dataset 

 
Table 1. Performance of the classifier without feature selection for VX Heavens and AMD datasets  

Dataset Classifier Accuracy (%) Sensitivity (%) Recall (%) F-1 score (%) AUC 

 

 

VX Heavens 

ID3 94.61 95.00 95.00 95.00 84.36 

RF 89.65 80.00 90.00 85.00 49.97 

Adaboost 89.71 80.00 90.00 85.00 49.96 

Bagging 83.46 82.00 83.00 82.00 49.96 

LSTM 90.85 90.49 89.63 90.81 87.76 

LSTM-Softsign 90.81 89.70 94.54 98.40 49.97 

 

 

AMD 

ID3 75.50 83.00 75.00 76.00 79.77 

RF 81.44 78.00 78.00 78.00 74.27 

Adaboost 79.28 78.00 78.00 78.00 72.17 

Bagging 84.70 86.00 85.00 84.00 80.14 

LSTM 97.17 97.23 94.80 96.03 96.65 

LSTM-Softsign 99.00 98.61 98.79 98.79 98.68 

 

 
Table 2. Performance of the classifier with feature selection for VX Heavens and AMD datasets  

Dataset Classifier Accuracy (%) Sensitivity(%) Recall (%) F-1 score (%) AUC 

 

 

VX Heavens 

ID3 96.32 96.00 96.00 96.00 84.65 

RF 89.71 80.00 90.00 85.00 50.00 

Adaboost 96.32 96.00 96.00 96.00 84.65 

Bagging 93.87 94.00 94.00 94.00 87.18 

LSTM 90.85 90.49 89.63 90.81 87.76 

LSTM-Softsign 97.85 97.61 99.46 98.53 89.11 

 

 

AMD 

ID3 93.51 94.00 94.00 94.00 93.09 

RF 94.57 95.00 95.00 95.00 93.81 

Adaboost 89.06 89.00 89.00 89.00 88.50 

Bagging 86.17 87.00 86.00 85.00 81.63 

LSTM 99.14 98.61 98.97 98.79 96.84 

LSTM-Softsign 99.24 99.06 98.98 98.93 98.87 

 

 
Figure. 4 Graphical representations for the performance of classifiers with LASSO-LAR for VX Heavens dataset 
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Table 3. Different feature selection approaches 

Dataset Feature selection Accuracy (%) Sensitivity (%) Recall (%) F1 score (%) AUC 

 

VX Heavens 

Chi-Square 90.17 89.63 99.07 94.36 50.00 

Recursive Feature 

Elimination 

90.17 89.63 99.07 94.36 49.96 

Variance Threshold 90.19 89.89 99.36 94.51 49.95 

Linear Regression 90.81 89.70 99.40 94.54 50.0 

LASSO-LAR 97.85 97.61 99.46 98.53 89.11 

 

 

AMD 

Chi-Square 98.00 98.61 98.97 98.79 98.05 

Recursive Feature 

Elimination 

97.03 97.12 94.44 97.19 96.64 

Variance Threshold 99.07 98.70 98.70 98.70 98.82 

Linear Regression 97.17 97.23 94.80 96.03 96.65 

LASSO-LAR 99.24 99.06 98.79 98.93 98.87 

 

 

 
Figure. 5 Performance of different feature selection methods for VX Heavens dataset 

 

better classification accuracy of 99.0% which is 

comparatively higher than the existing classifiers 

presented in Table 1. The Fig. 3 depicted below 

graphical representations for the performance of 

classifiers without LASSO-LAR for VX Heavens 

dataset. 

The overall results from Table 2 show that the 

performance of the LSTM-Softsign function is higher 

than other classifiers by obtaining better metrics in 

accuracy, sensitivity, recall and F-1 score. The 

combination of LSTM with soft sign function 

mapped the large probability values to obtain better 

classification performance. Moreover, the Softsign 

classifier is designed in a fully connected way which 

effectively classifies the malware without any 

loopholes. The Fig. 4 depicted below graphical 

representations for the performance of classifiers with 

LASSO-LAR for AMD dataset. 

The performance of the LASSO-LAR is 

compared with the existing feature selection methods 

such as Chi-square, recursive feature elimination, 

variance threshold and linear regression is 

represented in Table 3 and the Fig. 5 shows the 

graphical representation for various feature  selection 

approach for VX Heavens dataset. 

Results from Table 3 shows that the hybrid 

LASSO-LAR achieved better performance when 

compared with different feature selection 

methodologies. LASSO-LAR achieved better 

accuracy of 97.85% for VX Heavens dataset and 

99.24% for LASSO-LAR dataset. These obtained 

results are comparatively higher than the existing 

feature selection methods. The LASSO-LAR 

achieved better results because it provides ratings to 

the feature subsets, ratings will be established using 

specific criteria, and the best subset will then be used 

for the creation of the classification model. 

4.2 Comparative analysis  

The comparative analysis of the proposed LSTM-

Softsign classifier is performed with two datasets 

obtained from VX Heavens and Android Malware 

dataset. The existing approaches such as MalGan 

(with CNN features), MFDroid, and AAPFE are used 

to evaluate the performance of the proposed method. 

The comparative table of the proposed LSTM-

Softsign with the existing classifiers are represented 

in Table 4. 
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Table 4. Comparative analysis of the proposed method for different classifiers 

Methodologies Dataset Accuracy (%) Sensitivity(%) Recall (%) F-1 score (%) 

MalGan (with CNN features) 

[17] 

VX Heavens 97.5 96.5 92.81 97.61 

MFDroid [22] AMD 96.21 92.43 93.78 95.34 

AAPFE [23] AMD 94.86 95.21 95.32 93.33 

LSTM-Softsign VX Heavens 97.85 97.61 99.46 98.53 

AMD 99.24 99.06 98.98 98.93 

 

 

From the above comparative table and it is shown 

that the proposed LSTM-Softsign classifier achieved 

better performance when compared with the existing 

classifiers such as MalGan (with CNN features), 

MFDroid and AAPFE. The selected features from 

hybrid LASSO-LAR are classified using the LSTM-

Softsign classifier. The LSTM- Softsign classifier 

provides better classification accuracy compared 

with other classifiers. This is due to the Softsign layer 

and the performance of the LSTM-Softsign function 

is higher than other classifiers by obtaining better 

accuracy, sensitivity, Recall and F1 score. The 

combination of LSTM with soft sign function 

mapped the large probability values to obtain better 

classification performance. The LSTM-Softsign 

classifier attained better classification accuracy of 

97.85% than MalGan (97.5%) for VX Heavens 

dataset. For AMD dataset, the proposed approach 

achieved classification accuracy of 99.24% which is 

comparatively higher than the MFDroid and AAPFE 

with 96.21% and 94.86% respectively.   

5. Conclusion  

The development of the internet and software in 

the modern world leads to increased threats and a lack 

of security due to malicious software (malware). 

Malware corrupts and exploits user information 

which may lead to a ransomware attack or other 

security threats. To overcome these issues, the 

LASSO-LAR algorithm is utilized in which the 

effective features are selected and ease the process of 

classifying the malware. This research utilized the 

LSTM-Softsign classifier for classifying the malware 

and the VXHeavens, AMD datasets are utilized to 

obtain the malware samples. The LSTM-Softsign 

classifier attained better classification accuracy of 

97.85% than MalGan (97.5%) for VX Heavens 

dataset. For AMD dataset, the proposed approach 

achieved classification accuracy of 99.24% which is 

comparatively higher than the MFDroid and AAPFE 

with 96.21% and 94.86% respectively. In future, the 

proposed method can be improvised to handle the 

inability of temporal dependencies such as 

computational time.     

 

Nomenclature 

Parameter Description 

‖𝑎‖1 Penalty term of L1 norm 

𝑁 Collection of sample 

𝜆 Langrangian factor 

ℎ The realization of output field 

𝜑𝑗 Feature vector 

ℎ𝑡−1 Hidden state of prior layer in LSTM 

𝐴𝑘 Active subset of the feature  

𝑥𝑡 Input for the current layer 

𝜎 Sigmoid function 

𝑓𝑡 Output of the forget gate of LSTM 

�̃�𝑡 Intermediate temporary state of LSTM 

ℎ𝑡 Hidden state of the succeeding layer 

|𝑥| Absolute input value of Softsign 

function 
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