
Received:  May 21, 2023.     Revised: July 26, 2023.                                                                                                        539 

International Journal of Intelligent Engineering and Systems, Vol.16, No.5, 2023           DOI: 10.22266/ijies2023.1031.46 

 

 
A Systematic Pelican Optimization based Weight Extreme Learning Machine 

Algorithm for Face Emotion Recognition 

 

M. Sumithra1*          N. Rajkumar1 

 
1Department of Computer Science and Engineering, 

Vel Tech Rangarajan Dr.Sagunthala Institute of Science and Technology, 
Avadi, Chennai -600062, Tamilnadu, India      

* Corresponding author’s Email: blessfulsumi@gmail.com 

 

 
Abstract: Recognizing the facial expressions from the given input is one of the challenging and demanding tasks in 

recent days owing to the low-resolution images and different backgrounds. Also, the facial emotional/expression 

recognition system has gained a significant attention in the field of computer vision. The conventional works 

implemented a variety of machine learning algorithms for face emotion recognition, but higher computation costs, 

decreased reliability, redundant information, and increased computational time requirement are still only a few of the 

issues. In this case, an image face filtering method is employed in the beginning to produce a normalized output image 

with high contrast and quality, which is used to increase the classifier's overall rate of emotion recognition. Then, the 

novel pelican optimization algorithm (POA) is used to optimize the feature set in order to guarantee the success of 

classifier training and testing. Prior to emotion recognition, this technique is used to reduce the dimensionality of 

information. Based on the given face image's optimized attributes, the weight optimized extreme learning machine 

(WOELM) algorithm is used to reliably identify the emotions. By using well-known datasets like CK+ and MMI, a 

wide range of factors are taken into consideration for study in order to compare and evaluate the outcomes of the 

proposed POA-WOELM face emotion identification system. The obtained results reveal that the combination of POA-

WOELM provides an increased 99% of emotion recognition accuracy to all kinds of emotions, with the sensitivity of 

98.8% and specificity of 98.9%. 

Keywords: Face emotion recognition, Computer vision, Machine learning, Classification, Face detection, Pelican 

optimization algorithm (POA), Weight optimized extreme learning machine (WOELM). 

 

 

1. Introduction 

One of the most fundamental nonverbal 

expressions of human emotions and aspirations is 

facial expression. An automatic facial expression 

recognition system helps to evaluate and comprehend 

the human emotional actions [1, 2], hence it has 

recently attracted a lot of attention from researchers 

in the field of computer vision. In addition, it plays a 

vital role in the applications of emotion perception, 

healthcare system, social robotics and many others. 

Typically, the face emotion recognition system is 

classified into the two major categories such as 

image-based and video-based, in which the image-

based approaches are widely used in the real-time 

environment [3-5]. In order to prevent crimes, it can 

be useful to keep an eye out for any unusual facial 

expressions among the population in public areas. By 

observing the patient's in-hospital expressions in real-

time, it is possible to treat patients promptly in the 

service industry and to timely collect consumer 

feedback. Since, it provides an effective spatial 

information obtained from the given human face 

images [6, 7]. But, it is difficult to capture the 

temporal features from the video-sequences, and also 

it is highly required to encode the input video-

sequences for recognition. So, the majority of the 

application system could use the image-based 

recognition systems [8-10]. Numerous facial 

expression recognition algorithms have been 

investigated in the fields of computer vision and 
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machine learning [11-13] to extract emotion 

information from facial images.  

According to a recent study, it is analyzed that 

people across nations interpret some fundamental 

emotions in the same manner [14, 15]. Moreover, 

anger, contempt, fear, happiness, sadness, and 

surprise are examples of normal facial expressions. 

The ability of machines to automatically recognize 

facial expressions might be extremely advantageous 

for a number of automated systems to enable direct 

interaction with users. Numerous scholars have 

extensively researched the recognition of facial 

expressions. Despite the existing research [16-18], 

developing robust face emotion recognition remains 

an incomplete and difficult undertaking. The majority 

of recognition algorithms, however, did not take into 

account inter-class variations brought on by 

variations in a single person's face features. Therefore, 

facial expression information and identity-related 

information are mostly used for emotion 

classification. Its primary flaw is that it impairs FER 

systems' capacity to extrapolate in general, which 

lowers their effectiveness when dealing with hidden 

identities [19, 20]. There are still just a few problems 

with higher computation cost, lowered reliability, 

redundant information, and more computational time 

demand. The level of sensitivity, specificity, 

precision, and detection rate of the face emotion 

recognition system may all be significantly impacted 

by these issues [21-23]. Therefore, the goal of this 

study is to create a classification model based on 

artificial intelligence that accurately detects facial 

expressions from images of human faces. The 

following are the main research goals of the proposed 

work: 

 

•Here, an image face filtering approach is applied at 

the beginning for producing the normalized output 

image with high contrast and quality, which is used 

for improving the overall emotion recognition rate of 

the classifier.  

•To ensure that the training and testing of a classifier 

are successful, the feature set is optimized using the 

recently developed pelican optimization algorithm 

(POA). This technique is mainly used to squeeze the 

dimensionality of features before emotion 

recognition.  

•The weight optimized extreme learning machine 

(WOELM) algorithm is employed to accurately 

recognize the emotions from the given face image 

based on their optimized features. 

•For analysis, a wide range of parameters are 

considered to validate and compare the results of 

proposed POA-WOELM face emotion recognition 

system by using the well-known datasets like CK+ 

and MMI.  

 

The remaining part of the study is divided into the 

following sections: The machine learning approaches 

currently in use for the face emotion recognition 

system are reviewed in section 2 along with their 

benefits and drawbacks. The functional processes and 

flow of the suggested approach are then thoroughly 

described in section 3. The experimental and 

comparison findings of both the existing and 

proposed recognition systems are validated in section 

4 using a variety of performance measures. In section 

5, the entire paper's conclusion is presented together 

with the findings and future work. 

2. Related works 

This section explores various machine learning-

based frameworks for recognizing facial emotions, 

along with their positives and negatives.  

Jain, et al [24] deployed a hybrid deep learning 

technique for face emotion recognition. Here, the 

standard CNN and RNN techniques are integrated 

together for accurately predicting face emotions. 

Before classification, the image preprocessing is 

carried out to crop the face region for improving the 

recognition rate. Mellouk, et al [25] presented a 

comprehensive review to examine the different types 

of deep learning techniques used in the field of face 

emotion recognition. The authors of this paper intend 

to develop an automated recognition system for 

predicting human emotions with better performance 

outcomes. Typically, the spatio-temporal features are 

extracted from the face images with the use of deep 

learning techniques such as CNN-LSTM, 3DCNN, 

and deep CNN models. The study indicates that the 

deep learning-based emotion detection techniques 

provides an increased recognition rate. But a complex 

computational process and mathematical operations 

could maximize the complexity of recognition. 

Ninaus, et al [26] deployed a game based learning 

approach for effectively predicting emotions from 

human face images. Here, the positive and negative 

emotions for improving the face emotion recognition. 

Zhang, et al [27] utilized a hybrid deep learning 

algorithm for an effective facial expression 

recognition system. Here, the deep fusion network is 

constructed to extract the spatio-temporal features 

from the face image. During this process, the average 

pooling operation is performed to obtain the segment 

level features for improving the recognition 

performance. In this model, the supervised leaning 

model is used to tune the network parameters 

according to the back propagation function. This kind 

of prediction model helps to reduce the 
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reconstruction error and better recognition 

performance.  

Canal, et al [28] conducted a detailed survey to 

examine the recent state-of-the-art model approaches 

used for face emotion recognition. The main scope of 

this paper is to analyze the recent techniques that are 

published in the past few decades for developing an 

efficient and automated face emotion recognition 

framework. Hayes, et al [29] conducted a meta-

analytical review for recognizing emotions from the 

face image according to its task characteristics. The 

purpose of this paper is to analyse the pattern of aging 

effects for categorizing different face emotions. 

Chowdary, et al [30] designed an emotion detection 

system by using enhanced pre-trained deep neural 

architectures. Here, the data augmentation, 

normalization, and scaling operations are applied to 

image enhancement. Then, a standard CNN 

technique is deployed for an automatic feature 

extraction, which helps to save the time of processing 

with better accuracy. In addition, the VGG 19, 

ResNet, MobileNet, and Inception V3 architecture 

models are used for emotion prediction. Moreover, 

the performance of these approaches is compared 

based on the parameters of number of epochs, 

dropout factor, weight value, and optimization 

function. The final prediction outcomes indicate that 

the Inception V3 overwhelms the other deep neural 

architectures with improved performance results.  

Pranav, et al [31] utilized a Deep Convolutional 

Neural Network (DCNN) technique for formulating 

an efficient emotion recognition framework. 

Hassouneh, et al [32] deployed a CNN based LSTM 

classification algorithm for face emotion recognition. 

In this framework, the haar like features are extracted 

from the input video sequence image frame, and 

based on these features, the CNN model predicts the 

type of emotion. Li, et al [33] conducted a detailed 

literature survey to investigate the different types of 

deep learning techniques for face emotion 

recognition. In this framework, the face alignment is 

performed as the preprocessing step, where the 

background elimination and non-face area removal 

have been performed to generate an enhanced image. 

Here, pre-training and parameter fine-tuning 

processes are carried out to analyse the face 

expressions with reduced overfitting. Wang, et al [34] 

deployed a CNN model for an accurate and efficient 

face emotion recognition. Here, some of the standard 

activation functions are computed to simplify the 

process of classification, which includes sigmoid 

function, tanh function, ReLu function, and softmax. 

Back propagation is the process of reducing the error 

between the real output and desired output in order to 

obtain an actual outcome nearer to the expected value. 

The significance that the activation function played 

in the convolutional neural network’s training 

process was determined by looking at the forward and 

backward propagation processes. Abdullah, et al [35] 

utilized a multi-modal emotion recognition system 

with the use of deep learning technique for facial 

emotion recognition. The authors indicated that the 

multi-modal learning has gained a significant 

attention in present times, especially it is well-suited 

for face emotion recognition. Jeong, et al [36] used a 

Deep Joint Spatiotemporal Network (DJSTN) model 

for categorizing the type of face emotion according 

to the spatial and temporal features. Here, a 3D-CNN 

model is used to obtain the accurate recognition 

results, where the two distinct appearance network 

structures are integrated together to form the deep 

architecture. 

It is determined from the literature study that the 

main issues of increased training complexity, lack of 

precision, and low system efficiency are where the 

existing research is limited. So, the proposed work 

intends to put into practice a new machine learning-

based framework for facial emotion recognition. 

3. Proposed methodology 

A. Datasets used 

The well-known benchmarking datasets, like 

CK+ and MMI have been used for system 

implementation and analysis. Extended Cohn-

Kanade Dataset (CK+) [36] (CK+ Dataset | Kaggle) 

consists of 920 images in 6 emotion categories of 

basic facial expressions. The resolution of the image 

is 48x48 pixel and they are specified in a .csv file. 

MMI human face expressions database consists of 

high resolution still images and videos in 75 

categories. More than 2900 videos and images from 

this database are encoded in various frame level for 

analyzing the onset, offset, apex and offset modes. 

 

B. FER system 

The proposed pelican optimization (PO) based 

weighted optimized extreme learning machine 

(WOELM) algorithm for facial emotion recognition 

is fully explained in this part. The main objective of 

this work is to use a better deep learning model to 

accurately recognize facial expressions of people's 

emotions. As can be seen in Fig. 1, the proposed 

facial emotion recognition system comprises the 

following operations: 

 

• Image obtainment 

• Face detection 

• Preprocessing & normalization 

• Feature selection using POA 

https://www.kaggle.com/datasets/davilsena/ckdataset
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• Emotion recognition using WOELM 
Table 1. Advantages and limitations of the existing methodologies 

Ref Methods Advantages Drawbacks 

[24] Hybrid CNN -RNN Increased recognition rate and 

accuracy 

It requires more time to train the 

samples, and high system processing 

complexity. 

[25] CNN-LSTM, 3DCNN, and 

deep CNN models 

It supports an effective 

emotion identification. 

It requires hyper-parameter tuning for 

maximizing accuracy, overhead and 

high time complexity. 

[26] Game based learning model Easy to implement. Lack of efficiency and training 

complexity with increased number of 

features. 

[27] Deep fusion network Reduced reconstruction error 

and better recognition 

performance. 

The performance of classifier highly 

depends on the selection and 

computation of hyper-parameter. 

[30] Augmentation based CNN 

model 

Better performance results. Increased computational burden and 

time consumption. 

[31] Deep Convolutional Neural 

Network (DCNN) 

It has better ability to handle 

complex datasets. 

Computational and time complexities 

are high. 

[32] CNN based LSTM High classification accuracy, 

and faster in process. 

Overfitting, and it requires lot of time. 

[34] CNN Higher accuracy. Not suited for small datasets and high 

computational requirements. 

[35] Multi-modal emotion 

recognition system 

Simple to understand the 

system model. 

Increased error rate. 

[36] Deep Joint Spatiotemporal 

Network (DJSTN) 

Automated feature learning. Lack of interpretability, and high 

computational cost. 

 

 

 
Figure. 1 Proposed facial emotion recognition system 

• Performance evaluation 

 

To detect the face from the given input image, the 

Haar feature extraction algorithm is utilized in this 

stage, which is one the extensively used detection 

algorithm due to its simplicity and efficiency. In this 

technique, the average of two values with its 

difference are estimated based on the elements of 

rows and columns in the image matrix. Typically, 

image preparation constitutes one of the fundamental 

and essential steps in the image processing systems. 

Since it is essential to ensure the better accuracy rate 

of the subsequent processes. Furthermore, it 

decreases the impact of artefacts that could impair 

classification accuracy. After the face region has been 

extracted, the image's noise is removed and its 

brightness is adjusted for generating an enhanced 

image. The output pre-processed and quality 

enhanced face image is considered as the input for 

classification.   

 

C. Pelican optimization algorithm (POA) based 

feature selection  

The best features from the pre-processed image 

are selected using an innovative POA [37, 38] after 

preprocessing. It is one of the recently developed 

stochastic nature-inspired optimization algorithm 

especially developed for resolving multiple objective 



Received:  May 21, 2023.     Revised: July 26, 2023.                                                                                                        543 

International Journal of Intelligent Engineering and Systems, Vol.16, No.5, 2023           DOI: 10.22266/ijies2023.1031.46 

 

functions. The giant pelican has a long snout and a 

wide pouch in its throat, which uses it to grab and 

swallow prey. This bird thrives in social situations 

and flocks of up to a thousand pelicans. They have 

become skilled hunters as a result of their intelligent 

hunting behaviour and tactics. The modelling of the 

aforementioned strategy served as the primary source 

of inspiration for the design of the planned POA. It is 

a population-based algorithm that includes pelicans 

as members of its population.  

In this technique, every member of the population 

is a candidate solution in population-specific 

algorithms. Depending on where they are in the 

search space, every member of the population offers 

values for the optimization problem parameters. As 

shown in Eq. (1), the population members are firstly 

assigned at random to coincide with the problem's 

lower bound and upper bound. 

 

𝑃𝑖,𝑗 = 𝐿𝑏𝑗 + 𝛿 × (𝑈𝑏𝑗 − 𝐿𝑏𝑗)   (1) 

 

Where, 𝑖 = 1, 2, 3…𝑛  and 𝑗 = 1,2,3…𝑚 , 𝑃𝑖,𝑗 

indicates the population with candidate solution i , 

and variable j, then the parameters 𝑚, 𝑛 indicates the 

count of population members and problem variables 

respectively, 𝛿  indicates the random variable, 𝐿𝑏𝑗 

and 𝑈𝑏𝑗  are the lower and upper bound values 

respectively. Consequently, the matrix is constructed 

with the set of population members as shown in the 

following model: 

 

𝑃 =

[
 
 
 
 
𝑃1

⋮
𝑃𝑖

⋮
𝑃𝑛]

 
 
 
 

𝑛×𝑚

=

[
 
 
 
 
𝑝1,1

⋯ 𝑝1,𝑗 ⋯ 𝑝1,𝑚

⋮ ⋮ ⋮
𝑝𝑖,1

⋮
𝑝𝑛,1

⋮
⋯
⋯

𝑝𝑖,𝑗

⋮
𝑝𝑛,𝑗

⋯
⋯
⋯

𝑝𝑖,𝑚

⋮
𝑝𝑛,𝑚]

 
 
 
 

𝑛×𝑚

 

(2) 

 

Where, 𝑃  indicates the population matrix. 

According to this matrix, the objective function 𝑂 is 

formulated as shown in the following equation: 

 

𝑂 =

[
 
 
 
 
𝑂1

⋮
𝑂𝑖

⋮
𝑂𝑛]

 
 
 
 

𝑛×1

=

[
 
 
 
 
𝑂(𝑃1)

⋮
𝑂(𝑃𝑖)

⋮
𝑂(𝑃𝑛)]

 
 
 
 

𝑛×1

        (3) 

 

The modified candidate solutions use the 

proposed POA, which mimics pelicans' behaviour 

and tactics when pursuing and hunting prey. This 

hunting tactic is mimicked in a couple of stages: 

 

• Approaching prey while in the exploring phase. 

• Winging on the surface of the water in the 

exploitation phase. 

 

The pelicans locate the prey's position and then 

head in that direction. The scanning of the search 

space and the exploratory power of the suggested 

POA are made possible by imitating the pelican's 

tactical approach. The crucial aspect of POA is that 

the prey's position is produced at random within the 

field of search space. This strengthens POA's ability 

to explore the problem-solving domain precisely. The 

aforementioned ideas and the pelican's approach to its 

target prey are mathematically represented in the 

following equation: 

 

𝑝𝑖,𝑗
𝑘1 = {

𝑝𝑖,𝑗 + 𝛿 × (𝑘𝑗 − 𝛽 × 𝑝𝑖,𝑗), 𝑂𝑘 < 𝑂𝑖

𝑝𝑖,𝑗 + 𝛿 × (𝑝𝑖,𝑗 − 𝑘𝑗), 𝑒𝑙𝑠𝑒
         (4) 

 

Where, 𝑝𝑖,𝑗
𝑘1  represents the status of pelican i in 

dimension j, 𝛿  and 𝛽  are the random numbers 

ranging from 0 to 1, 𝑂𝑘  represents the value of 

objective function. For each iteration and each 

member, this parameter is chosen at random. When 

this parameter's value is two, a member experiences 

more displacement, which may take them to fresh 

regions of the search space. As a result, a parameter 

can determine how well a POA can explore the search 

space. If the value of the objective function is 

enhanced at the new position, the pelican will accept 

it. The algorithm is stopped from moving to 

suboptimal locations during this kind of 

modifications also known to be successful updating. 

Moreover, the following Eq. (5) serves as the model 

for this procedure. 

 

𝑃𝑖 = {
𝑃𝑖

𝑘1 , 𝑂𝑖
𝑘1 < 𝑂𝑖

𝑃𝑖, 𝑒𝑙𝑠𝑒
               (5) 

 

Where, 𝑃𝑖
𝑘1  indicates the updated status of 

pelican, and 𝑂𝑖
𝑘1  is the updated objective function 

value. When the pelicans reach the water's surface, 

they expand their wings to lift the fish forward and 

then scoop them up in their throat pouches. More fish 

in the attacked region have been captured by pelicans 

as a result of this tactic. The proposed POA converges 

on more efficient spots in the hunting area as a result 

of mimicking the actions of pelicans. In order to 

converge to a good selection, the algorithm needs 

mathematically investigate the locations nearby the 

pelican site. The following Eq. (6) simulates this 

behavior of pelicans during their hunting season: 
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𝑝𝑖,𝑗
𝑘2 = 𝑝𝑖,𝑗 + ∁ × (1 −

𝑦

𝑌
) × (2 × 𝛿 − 1) × 𝑝𝑖,𝑗  (6) 

 

Where, 𝑝𝑖,𝑗
𝑘2  indicates the updated status, ∁ 

represents the constant value, 𝑦  is the count of 

iterations, and 𝑌  is the maximum number of 

iterations. During this exploitation stage, the pelicans’ 

new position is updated as shown in the following 

model: 

 

𝑃𝑖 = {
𝑃𝑖

𝑘2 , 𝑂𝑖
𝑘2 < 𝑂𝑖

𝑃𝑖    𝑒𝑙𝑠𝑒
   (7) 

 

Where, 𝑃𝑖
𝑘2  is the newly updated status. 

According to this value, the best optimal solution is 

computed that is used for choosing the features from 

the preprocessed face image.  

 

D. Weight optimized extreme learning machine 

(WOELM) classification  

After feature selection, the WOELM technique is 

applied to predict the emotion from the given face 

image based on its selected attributes. When 

compared to the other classification techniques, the 

primary reasons of using this classification model are 

simplicity, easy to understand the system function, 

lower complexity, time efficiency and accurate 

recognition rate. Similar to the other machine 

learning models, the WOELM comprises the input, 

hidden and output layers. In this model, the number 

of neurons in the network are separately determined 

in the layers. Then, the connection weight is 

computed with the use of hidden and output layers. 

At first, the connection weight is estimated as shown 

in the following model: 

 

𝜑 = [

𝜑11 𝜑12 ⋯ 𝜑1𝑛

𝜑21 𝜑22 ⋯ 𝜑21

⋮
𝜑ℎ1

⋮
𝜑ℎ2

⋯
⋯

⋮
𝜑1𝑛

]

ℎ×𝑛

   (8) 

 

Ψ = [

Ψ11 Ψ12 ⋯ Ψ1𝑚

Ψ21 Ψ22 ⋯ Ψ2𝑚

⋮
Ψℎ1

⋮
Ψℎ2

⋯
⋯

⋮
Ψ1𝑚

]

ℎ×𝑚

  (9) 

 

𝛽 = [

𝛽1

𝛽2

⋮
𝛽ℎ

]

ℎ×1

                (10) 

 

Where, 𝜑 is the connection weight value between the 

hidden and input layers, Ψ represents the connection 

weight value between the hidden and output layers, 𝛽  
 

Table 2. List of symbols and descriptions 

Symbols Descriptions 

𝑃𝑖,𝑗 Set of population 

𝑚, 𝑛 Count of population members and  

problem variables respectively 

𝐿𝑏𝑗 and 𝑈𝑏𝑗 Lower and upper bound values 

𝑃 Population matrix 

𝑂 Objective function 

𝑝𝑖,𝑗
𝑘1  Status of pelican 

i Pelican 

j Dimension  

𝛿 and 𝛽 Random numbers 

𝑃𝑖
𝑘1  Updated status of pelican 

𝑂𝑖
𝑘1  Updated objective function value 

∁ Constant value 

𝑦 Count of iterations 

𝑌 Maximum number of iterations 

𝜑 Connection weight value between  

the hidden and input layers 

Ψ Connection weight value between  

the hidden and output layers 

𝛽 Bias value 

𝑃𝐶 Predicted class 

𝑎 Activation function 

𝑞𝑗 Hidden layer neuron 

h hidden layer 

n and m Input and output layers 

 

is the bias value. Based on this, the final output is 

predicted as shown in below: 

 

𝑃𝐶 =

[
 
 
 
 
∑ Ψ𝑖1ℎ𝑎(𝜑𝑖𝑞𝑗 + 𝛽𝑖)

ℎ
𝑖=1

∑ Ψ𝑖2ℎ𝑎(𝜑𝑖𝑞𝑗 + 𝛽𝑖)
ℎ
𝑖=1

⋮
∑ Ψ𝑖𝑚𝑎(𝜑𝑖𝑞𝑗 + 𝛽𝑖)

ℎ
𝑖=1 ]

 
 
 
 

𝑚×ℎ

             (11) 

 

Where, 𝑃𝐶 indicates the predicted class, 𝑎 is the 

activation function, 𝑞𝑗 is the hidden layer neuron, h 

indicates the hidden layer, n and m are the input and 

output layers respectively. Based on this 

classification process, the recognized output is 

produced as the final result, which helps to categorize 

the emotion into the types of happy, sad, surprise, 

neutral, disgust, anger, or fear.  

4. Results and discussion 

In this section, the proposed POA-WOELM 

technique has been evaluated using a variety of well-

known face image datasets, including CK+, JAFEE 

and MMI. Receiver operating characteristics (ROC) 

analysis, sensitivity, specificity, accuracy, and other 

performance metrics have all been used to assess the 

efficacy of both existing and new emotion  
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(a) 

   

   
(b) 

Figure. 2 (a) Sample input images from CK+ dataset (b) 

Sample input images from MMI dataset 

   

 
  

(a) 

   

   
(b) 

Figure. 3 (a) Face detection for CK+ dataset (b) Face 

detection for MMI dataset 

 

recognition systems. Along with their stated 

outcomes, each dataset also includes examples of the 

photos that they produced. Additionally, the various 

existing classification strategies have been compared 

with the POA-WOELM technique in order to show 

the superiority of the recommended method. Fig. 2 

through Fig. 5 display some of the sample input and 

processed output images. The classifier's overall 

detection rate and efficiency are determined using the 

accuracy value. Additionally, the amount of true 

positives (TP), true negatives (TN), false positives 

(FP), and false negatives (FN) that were really 

gathered during classification is used to make this 

decision. Then, it is mathematically represented as 

illustrated below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
   (12) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑝

𝑇𝑝+𝐹𝑛
                     (13) 

 

Sensitivity is commonly calculated as the ratio of 

the number of TP rate to the value of TP with FN. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑛

𝑇𝑛+𝐹𝑝
  (14) 

 

Specificity is also determined by the TN with FP 

ratio. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑝

𝑇𝑝+𝐹𝑝
   (15) 
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(a) 

   

   
(b) 

Figure. 4 (a) Face region cropped CK+ dataset (b) Face 

region cropped for MMI dataset 

 

Precision is calculated in terms of True positive 

values proportional to the total true positives and 

false positive values.  

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (16) 

 

To assess how successfully the classifier was able 

to anticipate the precise values throughout the 

recognition phase, other metrics like as accuracy, 

recall, F1 score, and error rate are used.  

Fig. 6 validates the ROC of proposed emotion 

recognition system with and without optimization 

techniques. The TPR and FPR correlation is often 

examined using the ROC curve, and the prediction  
 

   

   

(a) 

   

   
(b) 

Fig 5. Feature extraction 
 

rate is calculated using the level of ROC, which offers 

insights on recall and precision. It is expected that 

TPR and FPR will determine how accurately emotion 

recognition is carried out in this scenario. Given the 

low threshold in this case, we can enhance the TPR 

and FPR. Due to proper face detection, normalization, 

and classifier training operations with the right 

features, the findings demonstrate that the proposed 

WOELM classification mechanism gives improved 

ROC values when it integrates with the POA. 

Moreover, the confusion matrices are generated for  
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Figure. 6 ROC analysis with and without ROA 

 

 
Figure. 7 Confusion matrix for CK+ dataset 

 

 
Figure. 8 Confusion matrix for MMI dataset 

 

CK+ and MMI datasets with respect to different 

emotions as shown in Figs. 7 and 8 respectively. 

Figs. 9 to 11 validates the overall performance 

analysis of the proposed POA-WOELM based face 

emotion recognition system using MMI, CK+ and 

JAFEE datasets respectively. For this analysis, the 

different types of emotions such as surprise, sad, fear, 

disgust, angry, neutral and happy. The accuracy of 

the emotion recognition system is determined based 

on these parameters. The estimated results show that 

the proposed POA-WOELM mechanism provides 

high performance results for all datasets [39]. Since, 

the face features are optimally selected by using the 

POA, which helps to obtain the better results in the 

proposed emotion recognition system.  

By using the MMI and CK+ datasets, respectively, 

Figs. 12 and 13 validate the average accuracy of the 

proposed and standard emotion recognition systems 

[40]. The results show that, when compared to the 

other classification models, the suggested POA-

WOELM technique offers a higher average accuracy. 

The total average accuracy of the suggested 

emotion identification system is significantly 

improved for the provided datasets by making use of 

appropriate face detection, normalization, and feature  

 

 
Figure. 9 Performance analysis using MMI dataset 

 

 
Figure. 10 Performance analysis using CK+ dataset 
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Figure. 11 Performance analysis using JAFEE dataset 

 

 
Figure. 12 Average accuracy using MMI dataset 

 

 
Figure. 13 Average accuracy using CK+ dataset 

 

 
Figure. 14 Comparative analysis based on accuracy using 

CK+ and MMI datasets 

 

optimization methods. Additionally, using the CK+ 

and MMI datasets, Fig. 14 compares the accuracy of 

current feature extraction-based classification and 

proposed face emotion recognition models. The 

results show the accuracy level is greatly increased 

by the proposed POA-WOELM technique. 

As shown in Figs. 12 and 13, the average 

accuracy of the standard emotion recognition and 

proposed emotion techniques are validated and 

compared by using MMI and CK+ datasets 

respectively. Then, the overall comparison based on 

average accuracy for both datasets is represented in 

Fig. 14. Typically, the classifier’s average accuracy 

is one of the essential parameters that is used to 

determine its overall effectiveness. In this study, 

some of the existing classification techniques are 

compared with the proposed model based on its 

average accuracy.  

According to the comparison, it is noted that the 

proposed model provides high average accuracy by 

properly recognizing the emotions with reduced false 

predictions. Moreover, the proper learning and 

training of features is also one of the main reasons for 

obtaining greater accuracy.   

Table 3 compares the literature models with the 

proposed technique based on the classification 

performance measures. From the above results, it is 

observed that the proposed technique outperforms 

other classifiers with superior results. Consequently, 

the proposed model is compared with the standard 

machine learning techniques by using JAFEE dataset. 

In order to determine the overall efficacy of the 

proposed emotion recognition system, the recent 

state-of-the-art model approaches are compared in 

this study. With proper training and testing of 

optimized feature set, the overall classifier’s 

performance is greatly improved in the proposed 

system.  
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Table 3. Comparative study with the literature work [30] 
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VGG 19 82 98 84 83 96 

ResNet 92 98 92 91 97 

MobileNet 94 99 94 93 98 

Inception 

V3 

79 96 78 75 94 

Proposed 98 99 98 98.5 98.9 

 

 
Table 4. Comparison with JAFEE dataset [17] 
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T
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e 
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NB 90 93 90 91 0.005 

QDA 79 80 79 79 0.005 

DT 90 91 90 90 0.005 

LR 86 90 86 86 0.09 

RF 93 94 93 93 0.33 

MLP 90 94 90 91 0.41 

SVM 88 91 88 88 0.008 

KNN 95 97 95 95 0.002 

Proposed 98.8 98.5 98 98.7 0.0018 

5. Conclusion 

Even though the study of emotion identification 

is still challenging, communication depends on it. 

Facial expressions can convey sensations and provide 

crucial emotional information. As a result, one can 

instantaneously interpret another person's emotional 

state based on their facial expression. Therefore, 

information on face expressions is commonly 

incorporated into automated emotion recognition 

systems. Because of technological advancements, we 

can now address problems with automated methods, 

such as the capacity to identify an individual's 

emotion from a face image. This study uses the POA-

WOELM mechanism to create a facial emotion 

recognition system that is automated and 

computationally efficient. This study makes a 

contribution by employing machine learning to 

develop a straightforward and precise face emotion 

identification system. The Haar feature extraction 

approach, one of the most widely used detection 

algorithms because of its simplicity and effectiveness, 

is employed in this stage to detect the face from the 

input image. In this method, the elements of the rows 

and columns in the image matrix are used to estimate 

the average of two values with their difference. 

Following that, image preprocessing is completed to 

produce the output normalized image. In order to 

choose the important features from the pre-processed 

dataset with the most optimal solution, the POA 

technique is used. Finally, the WOELM can reliably 

identify the emotion according to the chosen 

attributes. By using well-known datasets including 

CK+, MMI, and JAFEE, the performance of the 

proposed POA-WOELM approach is assessed and 

contrasted for validation. The results show that the 

proposed POA-WOELM performs better than the 

current emotion recognition models with better 

prediction outcomes. 

In future, an advanced deep learning algorithm 

can be used to predict the type of emotion from the 

given face image with low system complexity.  
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