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Abstract: Recommender systems are extensively employed across various domains, encompassing movies, hotels, 

and restaurants, with the aim of delivering personalized recommendations to users. However, the conventional 

approach of relying solely on a single rating may fall short in comprehending the underlying factors contributing to a 

user's overall rating. As a remedy, multi-criteria recommender systems (MCRSs) have emerged as an alternative 

paradigm, allowing users to rate items based on multiple dimensions. The primary challenge lies in predicting the 

overall rating considering a user's multi-criteria scores. In this study, we propose a MCRS that leverages a multi-

criteria decision-making method, which takes into account the interdependence among criteria. To this end, the weight 

assigned to each criterion is calculated using the correlation coefficient and standard deviation (CCSD) approach. 

Furthermore, we employ a deep autoencoder to capture intricate nonlinear relationships and generate recommendations 

of heightened accuracy. Evaluating our proposed method on the well-known MovieLens and TripAdvisor datasets, we 

demonstrate its superior performance compared to several single and multicriteria recommender systems. The results 

highlight the effectiveness of our approach in capturing pertinent aspects and achieving lower prediction errors, 

showcasing its potential in enhancing recommendation quality and personalization. 

Keywords: Multi-criteria recommender system, Multi-criteria decision making, Deep learning, Autoencoder. 

 

 

1. Introduction 

The widespread use of the Internet over the past 

few decades has resulted in an exponential increase 

in the amount of available information. This can lead 

to information overload, which complicates the 

decision-making process [1]. To address this problem, 

recommender systems (RSs) have emerged as a 

promising solution. RSs offer personalized content 

and assist users in navigating the vast array of options 

and offers available. By analyzing user input 

preferences, RSs direct users to the most appropriate 

information, products, or services, thus aiding them 

in making informed decisions. For example, in [2], 

RSs are employed to recommend links in social 

networks. The approach involves identifying 

influential nodes in the network and recommending 

links to users based on their connections to these 

nodes. As a result of their effectiveness and 

practicality, RSs have become a popular research 

topic and gained significant traction. 

Recommender systems that are based on a single 

criterion (SCRS) make use of user ratings assigned to 

individual items as the sole evaluation measure. Two 

primary recommendation algorithm classes exist in 

SCRS: content-based methods, which rely on the 

attributes of the items being recommended, and 

collaborative filtering (CF) based methods, which 

leverage the preferences and behavior patterns of 

similar users to produce personalized suggestions. 

Both of these approaches utilize matrix factorization 

to learn latent factors for users and items [3–5]. In 

general, RSs methods can be classified into four main  
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Figure. 1 Snapshot of a hotel review on TripAdvisor 

website 

 

groups [6]: collaborative filtering, knowledge-based, 

content-based filtering, and hybrid methods. Less 

common techniques include demographic methods, 

community-based methods, and others [7]. A 

demographic recommender system groups users 

according to demographic criteria such as nationality, 

age, gender, and region. In contrast, a community-

based recommender system takes into account trust 

relationships among users. 

Traditional RSs use a single criterion rating, 

known as the overall rating, to generate predictions. 

This rating reflects a user’s overall satisfaction with 

a particular item [8]. However, relying solely on the 

overall rating may not be sufficient for predicting 

user preferences, as it does not provide insight into 

the underlying reasons for a user’s ratings. 

Consequently, the overall rating may not fully 

capture the nuances of user preferences or interests in 

each aspect of an item, making it difficult to analyze 

user behavior. To address this limitation, multi-

criteria rating systems have emerged, which allow 

users to rate items based on multiple criteria [9]. This 

approach results in a larger amount of data being 

collected, enabling the system to provide more 

appropriate suggestions. The additional criteria also 

provide more insights into user preferences, which 

can be useful for improving recommendation 

accuracy and understanding user behavior [10]. Users 

often evaluate items based on various criteria, and 

using only the overall rating for a user-item pair may 

not be effective. Thus, multi-criteria recommender 

systems (MCRS) have become popular in the 

restaurant and travel industries [6]. For example, 

Zagat’s guide rates restaurants using three criteria: 

service, decor, and food. Buy.com is an online 

shopping mall that allows multiple criteria for rating 

consumer electronics, such as battery life, display, 

performance, and price. TripAdvisor.com is another 

travel website that provides multiple criteria ratings 

and allows customers to post opinions and reviews of 

travel-related content. Fig. 1 shows an example of a 

typical hotel review written by a user on TripAdvisor. 

This review comments on the food and service 

aspects. Based on the review, we can infer that the 

user values good service and food quality in a hotel, 

making these the most relevant aspects for this user 

in a hotel recommender system. The incorporation of 

multi-criteria (MC) ratings has been shown to 

improve recommendation results and increase 

performance. By allowing users to communicate 

additional information about their preferences, 

MCRSs can obtain more information from users and 

generate more precise recommendations. However, 

the addition of more criteria can lead to scalability 

and sparsity issues due to the increase in the rating 

matrix size. Moreover, in MCRSs, the aggregation of 

multiple criteria ratings can be a significant challenge 

[11]. Typically, traditional MCRSs predict an item’s 

overall rating in two stages. First, ratings for each 

attribute of an item are estimated, followed by the 

aggregation of those sub-scores using a separate 

model to predict the overall rating. However, the 

overall rating heavily relies on the predicted sub-

scores of each feature. Therefore, an incorrect 

prediction of the criteria ratings may significantly 

affect the overall rating prediction, leading to a 

decrease in the overall performance of the 

recommender system. 

Recently, deep learning (DL) has shown 

remarkable success in various fields, including 

computer vision, natural language processing, and 

recommender systems. By utilizing DL algorithms, it 

is possible to extract latent features from raw data 

effectively, and this approach is becoming 

increasingly popular in MCRS to tackle issues of 

sparsity and scalability [12]. Among the DL 

techniques, the autoencoder, in particular, has gained 

significant attention for its application in 

recommendation systems [13, 14]. Autoencoders are 

neural network architectures that can learn to encode 

input data into a lower-dimensional latent space and 

then decode it back to reconstruct the original input. 

This ability to compress and reconstruct data makes 

autoencoders well-suited for recommendation tasks. 

By training an autoencoder on user-item interaction 

data, it can capture complex patterns and generate 

latent representations that can be used for 

personalized recommendations. This approach has 

shown promising results in improving the accuracy 

and effectiveness of recommender systems, 

especially in scenarios with sparse data. However, the 

existing methods have certain limitations. For 

example, the AEMC method proposed in [15] uses 

deep autoencoders to learn the non- linear 

relationship between users and items but ignores the 

interdependence among different criteria. Moreover, 

it relies on the arithmetic mean to calculate the 

overall rating, which may obscure the variations. 

Additionally, using a separate deep autoencoder for 

each criterion slows down the convergence speed 
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towards the solution. To address these shortcomings, 

we propose a novel algorithm that incorporates the 

CCSD approach to accurately compute criteria 

weights by considering the interdependency between 

different criteria and the overall rating. To enhance 

the precision of the system, our approach assigns 

greater weights to criteria that strongly depend on the 

overall rating. Moreover, we utilize a deep 

autoencoder that receives weighted criteria ratings as 

input to predict the overall rating for each user. 

Our contributions are: 

 

• Our first proposal is to adopt a multi-criteria 

decision-making algorithm that incorporates the 

CCSD approach [16, 17]. Then, we train a deep 

autoencoder to predict the overall rating for each 

user by utilizing the weighted criteria ratings.  

• Next, we present four models to illustrate the 

effectiveness of the DAE-CCSD approach in the 

domain of MCRS research and the rationale 

behind it. We compare the DAE-CCSD against 

these four models, which include approaches 

that depend on a single evaluation measure, use 

a single criterion in conjunction with other 

measures, or adopt the mean value as an 

aggregation function for multiple criteria. 

• Finally, we compare the DAE-CCSD 

recommendation algorithm against eight well-

established baseline methods using the 

MovieLens 100K and the TripAdvisor datasets. 

The experimental results demonstrate that the 

proposed DAE-CCSD method outperforms the 

baseline methods in addressing the multi-

criteria recommendation problem. 

 

The remaining of the paper is organized as 

follows: Section 2 gives an overview of the related 

work. Section 3 provides the preliminaries. Section 4 

presents the overall framework of our proposed 

approach. Section 5 discusses the experiments and 

results. Finally, we end this paper with conclusions 

and thoughts for future work in section 6. 

2. Related work 

2.1 Multi-criteria recommender systems 

Multi-criteria rating systems are gaining 

popularity in recommendation systems as they 

provide a more detailed and comprehensive 

understanding of users’ references. By allowing users 

to rate items based on multiple criteria, the system 

can gather a larger amount of data that can be used to 

make more accurate and appropriate suggestions. 

Studies have shown that the relevance of 

recommended items for a specific user is dependent 

on various criteria that the user considers when 

making a decision [8, 18]. Furthermore, the use of 

multiple criteria can also help address the issue of the 

cold start problem, which arises when there is 

insufficient data to make recommendations for new 

users or items [19]. Therefore, incorporating multi-

criteria rating systems into recommendation systems 

can lead to more effective and personalized 

recommendations for users. Thus, several approaches 

have been proposed to recommend items based on 

multiple criteria instead of a single criterion. For 

instance, [20] used multi-criteria ratings and 

proposed a method to learn and rank the dominating 

criteria of each item, which were then used to 

estimate the overall rating using commonly used 

collaborative filtering methods. Similarly, [21] 

proposed a multi-criteria framework that 

incorporated user preferences and opinions on 

several aspects, with components for rating inference, 

aspect weighting computing, and opinion mining. 

The opinion mining component extracted users’ 

opinions from reviews using techniques such as 

sentiment analysis, and then generated the rating. The 

second component used a tensor factorization 

algorithm to infer the weights of distinct aspects 

automatically and make predictions for the overall 

rating. In multi-criteria rating systems, users provide 

explicit ratings for products based on multiple criteria, 

as well as an overall score. The MCRS rating function 

can generally be described as follows:  𝑈𝑠𝑒𝑟𝑠 ×
𝐼𝑡𝑒𝑚𝑠 →   𝑅0 × 𝑅1   ×. . .× 𝑅𝑘  

where Rj represents the ratings assigned by users 

to items according to the jth criterion, with j = 1…k, 

and R0 denotes the overall rating [8]. To illustrate, a 

hotel RS typically suggests hotels based on a user’s 

preferences. In a SCRS, a user rates a hotel with a 

single overall score. However, a MCRS allows users 

to rate hotels based on various aspects such as price, 

room, service, and location. In a MCRS, the system 

uses the feature ratings for each hotel to calculate 

nearest neighbors, rather than relying solely on 

overall ratings as in SCRS. This means that users who 

rate hotels similarly overall may not be considered 

neighbors in MCRS if their feature ratings differ. The 

use of features (i.e., criteria) ratings helps the MCRS 

make more accurate recommendations by taking into 

account users’ specific preferences. In the example 

shown in Fig. 2, U3 is predicted to give a rating of 5 

for H3 in MCRS, even though U1 and U3 are not 

considered neighbors in this system because their 

feature ratings differ, despite having similar overall 

ratings in SCRS. 

MCRS is an effective recommendation system 

that models users’ preferences accurately through  
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Figure. 2 Illustration of a Hotel MCRS 

 

multi-criteria ratings, as evidenced by several studies 

[22]. However, the system faces some challenges that 

need to be addressed, such as determining the weights 

of criteria [24]. This problem is crucial for MCRS 

because it needs to understand the interrelationships 

between criteria to determine the information that is 

most pertinent to users. This is a multi-attribute 

decision-making (MADM) problem that deals with 

decision-making in the presence of multiple criteria. 

To solve this problem, MCRS commonly employs 

multi-criteria decision-making (MCDM) methods 

and multi-dimensional ratings to ascertain user 

preferences, as discussed in several studies [25-26]. 

These techniques rely on objective methods to 

compute criteria weights and determine the overall 

weight of items to select the best alternative from a 

finite set of decision alternatives with multiple 

conflicting criteria. Another approach proposed by 

[27] is the “Criteria Chains” method. Instead of 

utilizing all criteria simultaneously, this approach 

considers a sequential order of criteria. The system 

computes ratings for each criterion individually, 

taking into account previous predictions as 

contextual information. However, calculating the 

rating for each criterion individually using past 

predictions as context fails to capture the 

interdependencies between different criteria at the 

time when a user makes a decision. Moreover, in their 

study, [28] employed different similarity metrics and 

utilized particle swarm optimization to determine the 

optimal weights for the criteria in a multi-criteria 

recommender system. Meanwhile, in [29–31], the 

authors suggested a multi-criteria recommender 

system that utilizes implicit feedback to enhance their 

comprehension of the potential of implicit relevance 

feedback in a multi-criteria rating context. 

Additionally, to enhance the accuracy of multi-

criteria collaborative filtering predictions (MCCF), 

researchers integrated similarity-based techniques 

[32], which integrate traditional neighborhood-based 

methods to solve multi-criteria problems. 

2.2 Deep learning-based recommender systems 

In recent years, the application of deep learning 

(DL) has expanded greatly and has shown remarkable 

achievements in various research areas. For instance, 

in computer vision, DL models have been able to 

achieve state-of-the-art performance in object 

detection and recognition tasks [33]. DL has also 

made significant contributions in natural language 

processing, such as in question answering and 

machine translation [34–36]. Additionally, DL has 

been applied in the field of text mining for topics 

detection and classification [37]. Furthermore, DL 

has been used in developing recommender systems, 

where it has achieved impressive performance in 

predicting user preferences and providing 

personalized recommendations [19, 23, 38–40]. In 

particular, due to the capacity to automatically 

encode the representation of learnt features and the 

ability to perform more sophisticated nonlinear 

transformations. By applying the back-propagation 

technique during training, the algorithm is able to 

modify its internal parameters and improve its ability 

to model complex relationships between input data 

and output predictions [41]. In a non-linear approach, 

DL can extract the relationships between users and 

products [42]. For instance, in [43], deep learning 

techniques were utilized to extract complex features 

of items based on their content, and to model and 

represent non-linear relationships between items and 

users. The interactions between users, items, and 

criteria were modeled using a neural factorization 

machine by the authors of [44]. 

Autoencoders have become a common deep 

learning architecture for RSs. They were widely 

employed in single-criteria recommendation systems 

[45, 46]. For instance, AutoRec (autoencoder based 

recommendations) [45] uses an autoencoder to 

decompose the rating matrix before reconstructing it 

to predict ratings. The proposed technique uses user 

or item partial vectors in the input layer to reconstruct 

them in the output layer. AutoRec can be classified 

into two types: item-based and user-based. For 

instance, in the case of item-based AutoRec, given an 

input r(i), the reconstruction is calculated as follows: 

 

ℎ(𝑟(𝑖); 𝜃) = 𝑔(𝑊. 𝑓(𝑉𝑟 + 𝜇) + 𝑏)          (1) 

 

where g(.) and f (.) are the activation functions, 

and θ is a set of parameters: θ = {W, V, μ, b}, where 

V and W are the weights, and μ and b are the biases.   

To tackle the issue of limited single rating RSs, 

researchers in [47] utilized stacked autoencoders, a 

deep neural network approach, in a multi-criteria 

setting. They added an extra layer to the conventional 
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stacked autoencoders to support multi-criteria ratings, 

using this additional layer as an input layer. Similarly, 

the authors in [12] utilized autoencoders for 

collaborative filtering with multiple criteria, which 

captures the nonlinear relationships between users 

and their multi-criteria preferences. In contrast, [46] 

suggested an autoencoder-based hybrid 

recommender system that integrates side information. 

By integrating this information throughout all layers 

of the network, rather than just the initial layer, the 

representation generated by dynamic autoencoders 

can quickly incorporate new data. In [48], a hybrid 

recommender system utilizing autoencoders, referred 

to as DHA-RS, was introduced. This technique 

combines user and item side information through 

stacked denoising autoencoders with neural 

collaborative filtering. Neural collaborative filtering 

is a technique used for predicting user preferences by 

learning item and user characteristics from additional 

sources of data, which are commonly referred to as 

auxiliary data. Lastly, a recommendation system 

using a convolutional neural network with cross-

convolutional filters and global pooling instead of 

fully connected layers was proposed in [49] to 

prevent overfitting. In this method, the outer product 

of features is used to enhance the expressiveness of 

the model. 

To summarize, the studies mentioned above 

aimed to enhance recommendation effectiveness 

either by proposing innovative collaborative filtering 

models that leverage the power of neural networks, 

or by utilizing neural networks to integrate additional 

information sources. However, there has been limited 

research exploring deep learning algorithms for 

multi-criteria recommendation systems (MCRS) in 

order to enhance recommendations. Moreover, all the 

DL-based MCRS methods mentioned earlier focus 

on acquiring nonlinear latent factors for users and 

items, but do not consider the interdependence among 

criteria. They calculate each criterion weight 

independently of the other criteria. Additionally, the 

overall rating is often obtained by calculating the 

average of the obtained criteria rating. However, the 

average measure is a trend indicator which hides 

usually the variations in statistics. Therefore, this 

paper proposes a multi-criteria recommender system 

based on a MCDM method to calculate each criterion 

weight allowing to take into account the possible 

criteria dependency. Then, in order to increase 

MCRS prediction accuracy, we train a deep 

autoencoder using all of the weighted criteria ratings. 

3. Preliminaries 

In this section, we present the methods and the  
 

Table 1. Comparative evaluation of the performance of 

DAE-CCSD against the four proposed models 

 TripAdvisor MovieLens 

Algorithm RMSE MAE RMSE MAE 

MC1-DAE 1.2219 0.9969 1.1759 0.9269 

MC2-DAE 1.3953 1.1845 1.2935 1.1145 

MC-AVG-DAE 1.1624 0.9012 1.0652 0.8572 

SC-DAE 1.5049 1.2227 1.2949 1.1172 

DAE-CCSD 0.7944 0.6099 0.6989 0.5425 

 

 

approaches that will be used throughout this paper, as 

well as the motivation behind this work. 

3.1 Motivation 

We propose four different models to study the 

impact of each criterion on the overall rating and to 

show the DAE-CCSD method’s efficiency in the 

field of MCRS research. Therefore, all the proposed 

models are either using a criterion and the overall 

rating, or relying on a single criterion (i.e., the overall 

rating), or using only the average as an aggregation 

function of multi-criteria ratings. Thus, we compared 

DAE-CCSD against the following four models using 

the MovieLens 100K and the TripAdvisor datasets: 

 

• SC-DAE: a single-criterion (the overall rating) 

based deep autoencoder. 

• MC1-DAE: a deep autoencoder with multiple 

criteria that utilizes both the primary criterion and 

overall ratings to enhance its recommendation 

accuracy. 

• MC2-DAE: a deep autoencoder with multiple 

criteria that utilizes the second criterion alongside the 

overall rating to improve recommendations. 

• MC-AVG-DAE: a deep autoencoder with 

multiple criteria that uses the average as the 

aggregation function across multiple criteria to 

calculate the prediction for the overall rating. 

 

Table 1 presents the results, which demonstrate 

that all multi-criteria models achieved better 

performance than the single-criterion model (SC-

DAE) on both datasets. In addition, the performance 

of MC1-DAE was superior to that of MC2-DAE, 

suggesting that the first criterion carries greater 

importance to the users compared to the second 

criterion. However, comparing different criteria can 

be challenging when dealing with a large number of 

criteria. Furthermore, the proposed method, namely 

DAE-CCSD, outperformed the MC-AVG-DAE 

method. These results suggest that the proposed deep 

autoencoder, which utilizes the CCSD method to  
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Figure. 3 Autoencoder architecture 

 

compute criteria weights, can effectively capture the 

correlations among user, item, and criterion 

dimensions, resulting in improved prediction 

accuracy. 

3.2 Autoencoders 

Autoencoders are a type of feed-forward neural 

network that performs encoder and decoder 

operations (see Fig. 3). They build a dense 

representation by creating a bottleneck in the neural 

network architecture before the reconstruction of the 

model’s original inputs. Furthermore, the 

autoencoder replaces the traditional linear inner 

product in matrix factorization methods with a 

nonlinear decomposition of the rating matrix. During 

the encoder stage, the input X ∈ Rd is transformed into 

a lower-dimensional encoding z ∈ Rd′ (d′ < d) through 

the use of an activation function f. This 

transformation is also referred to as the bottleneck. 

 

𝑧 =  𝑓(𝑊𝑋 + 𝑏)                       (2) 

 

where W is the weight matrix and b is the 

encoding bias vector. In the decoder stage: a vector 

X′ ∈ Rd is reconstructed from the dense representation 

z: 

 

𝑋′ =  𝑓(𝑊∗𝑧 + 𝑏∗)                      (3) 

 

where the decoding matrix W∗ and the decoding 

bias vector b∗ are employed in the decoding process.  

3.3 Multi-criteria decision analysis 

Multi-criteria decision making (MCDM) is a 

discipline that tries to create tools and procedures for 

building a trustworthy model. Multi-criteria decision 

analysis (MCDA) methods address complicated 

decision-making problems including goals with 

diverse criteria or multiple choices [50]. An 

abundance of ways for solving decision-making 

problems with multiple objectives have been 

presented and applied in the literature on MCDM. 

Authors in [51] assume that a decision-making act 

maximizes a utility function, which takes into 

account specific criteria. In circumstances of 

uncertainty, the problem is usually to maximize the 

expected value of a utility function. The MCDM 

methods are designed to assist a decision maker (e.g., 

an individual or a group) in thinking about the 

problem during the decision-making process. A 

complex decision problem can be better understood 

by breaking it down into five basic components [11]: 

the situation set, option set, relevant objectives, result 

function, and preferences for multiple objectives. 

Therefore, we introduce a new approach based on the 

CCSD method [16] to pinpoint the key factors that 

are most significant to the intended user by 

calculating the weights of each criterion. Thus, the 

criteria with higher weights will be the most relevant 

aspects on which the overall rating depends. As result, 

our recommendation algorithm will focus only on the 

most relevant aspects and ignores the other attributes 

that could impact the effectiveness of the suggested 

recommendations. 

4. Proposed method 

In this section, we present our novel MCRS 

model, DAE-CCSD, which leverages a deep 

autoencoder and CCSD method for calculating the 

different criteria weights. Our approach enables us to 

develop a recommendation system that identifies the 

most relevant aspects for the targeted user. To 

accomplish this, our model takes in the multi-criteria 

rating histories of users and their respective criterion 

weights as inputs. First, we calculate the criterion 

weights to determine their importance, allowing our 

recommendation system to identify the most relevant 

aspects for each user. We apply the CCSD method to 

calculate the weight of each criterion with respect to 

all users. Next, we train our deep autoencoder to 

predict each user’s overall rating using all of the 

weighted criteria ratings as illustrated in Fig. 4. The 

deep autoencoder algorithm allows for learning high-

order features and can deeply learn the nonlinear and 

hidden relationships between users and items. At this 

point, we can list and notate the set of items, users, 

criteria, ratings, and weight of each criterion, as 

summarized in Table 2.  

4.1 Deep autoencoder 

Autoencoders are feed-forward neural networks 

that can learn to represent the input data. They are 

unsupervised networks in which the network’s output 

attempts to reconstruct the initial input. An 

autoencoder with increased depth (i.e., more hidden 

layers) is known as a deep autoencoder. 

Autoencoders attempt to reduce the mean squared  
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Figure. 4 Overview of our framework 
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Table 2. Notations 

Notation Description 

U = {u1, u2, u3, …, un} Set of n users. 

I   = {i1, i2, i3, …, im} Set of m items. 

C = {c1, c2, c3, …, ck} Set of k criteria (i.e., 

attributes). 

R0,u,i The overall rating provided by 

a user u to item i, considering 

all relevant criteria. 

𝑅0,𝑖 The mean value of  𝑅0,𝑖 given 

by all users to an item i. 

ru,i,j The rating given by a user u 

to criterion j of an item i. 

𝑟𝑖,𝑗 The mean value of ri,j given 

by all users to criterion j of 

an item i. 

wj The weight of criterion cj 

 

 

error (MSE) between the input and output layers as 

shown in Eq. (4). Hence, they learn the low-

dimensional representation (i.e., dense 

representation) of a matrix. 

 

𝑀𝑆𝐸(𝑋, 𝑋′) =
1

𝑁
∑ (𝑋𝑖 −  𝑋𝑖

′)2𝑁
𝑖=1     (4) 

 

We have developed the DAE-CCSD algorithm, 

consisting of four main stages. In the first stage, we 

standardize all the ratings to fit within the interval 

[0,1] and replace missing values with zeros in the data 

preparation stage. In the second stage, we calculate 

the weight of each criterion (i.e., attribute) wj with 

respect to all users using the CCSD method (see next 

sub-section). Next, in the third stage, we incorporate 

each obtained weight into the ratings column of the 

corresponding attribute using the dot product. This 

approach allows us to adjust the importance of each 

criterion and assign a weight to each attribute. The 

new predicted rating  �̂�𝑢,𝑖𝑗  given by a user u to 

criterion j is: 

 

�̂�𝑢,𝑖,𝑗 =  𝑤𝑗 ⋅ 𝑟𝑢,𝑖,𝑗               (5) 

 

where the rating provided by the user for criterion 

j of the ith item is represented as ru,i,j. Finally, our 

deep autoencoder is trained on the new predicted 

ratings �̂�𝑢,𝑖𝑗   and predict the overall rating in the last 

stage. 

The pseudocode of the proposed DAE-CCSD 

method is summarized in algorithm 1. The activation 

function in the hidden layers (Eq. (6)) is rectified 

linear unit (ReLU). Moreover, the sigmoid function 

is used in the output layer for the overall ratings 

predictions (Eq. (7)). The regularization term is 

employed to avoid overfitting. Therefore, a 

regularized term is included in the calculation of the 

reconstruction error to construct the loss function, as 

shown in Eq. (8). The regularization term is based on 

the l1 norm. Furthermore, authors showed in [52] that 

the convergence properties of the Adam optimizer 

algorithm satisfy the predictions of the theoretical 

study. Moreover, Adam utilizes the advantages of 

two popular optimization methods that have emerged 

recently. Specifically, it leverages the capability of 

AdaGrad in managing sparse gradients along with the 

capability of RMSProp in managing non-stationary 

objectives. Therefore, we applied the Adam 

optimization algorithm to decrease the loss function’s 

error. 

 

𝑅𝑒𝐿(𝑥)  =   {
0 𝑓𝑜𝑟 𝑥 ≤ 0
𝑥 𝑓𝑜𝑟 𝑥 > 0

                (6) 

 

𝑠𝑖𝑔(𝑥) =
1

1+𝑒{−𝑥}                   (7) 

 

𝐿𝐷𝐴𝐸−𝐶𝐶𝑆𝐷 = ∑ 𝑀𝑆𝐸(𝑋, 𝑋′) + 𝜆. 𝑙1        (8) 

 

The process of determining the optimal number 

of neurons in each layer is a critical aspect of every 

deep learning algorithm. Therefore, we conducted 

several experiments with varying neuron counts in 

each layer to identify the most effective configuration 

for our deep autoencoder. Our primary objective was 

to minimize MSE of the reconstructed output in 

comparison to the original input. The formula given 

in Eq. (9) can be used to calculate the total number of 

nodes that exist in the hidden 

layers [53]. 

 

𝑘 =  𝑡 + √𝑛 + 𝑚              (9) 

 

Eq. (9) includes several parameters: k, which 

denotes the number of nodes in the hidden layer; n, 

which represents the number of nodes in the input 

layer; m, which is the number of nodes in the output 

layer; and t, a constant value that ranges from 1 to 10. 

4.2 Attributes’ weights 

A branch of statistics called correlation analysis 

aids in establishing the link between two variables; a 

high correlation denotes a significant association, 

while a low correlation denotes a less significant 

relationship. In this context, a high correlation 

between a criterion rating and the overall rating 

denotes a strong dependence between the two. Hence, 

we should give more weight to that criterion since it 

will always affect the overall rating. For instance,  
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Algorithm 1. DAE-CCSD algorithm 

1: Input: 

2:   Xu, i, j: multi-criteria rating matrix; // u: user, i: 

item, j: criterion 

3:   𝜙 : set of hyper parameters; //Batch size, 

learning rate, number of hidden layers…etc. 

4: Output: 

5:   R0,u,i: the overall rating prediction of user-item 

ratings; 

Phase 1 – Data preparation 

6:   for each example (u,i,j) in  Xu, i, j do 

7:        if( 𝑟𝑢,𝑖,𝑗is missing) then  

8:             𝑟𝑢,𝑖,𝑗= 0 

9:         else 

10:   𝑟𝑢,𝑖,𝑗 = 𝑟𝑢,𝑖,𝑗/ 5 ; // normalization 

11:   end if 

12:       Split Xu, i, j  into a training set (75%) and a test 

set (25%) 

13: end for  

Phase 2 – Computing the criteria weights 

14: for each criterion j in C do // C: set of k criteria 

15: Calculate the Pearson correlation coefficient Rj 

between the rating of criterion j and the overall 

rating R0,u,i  using Eq. (10) 

16: Compute its weight wj using Eq. (13) and Eq. 

(14)  

17: end for  

Phase 3 – Computing the new predicted rating for 

all criteria 

18: for each example (u,i,j) in  Xu, i, j  do 

19:  Compute the new predicted rating ȓ𝑢,𝑖,𝑗 using 

Eq. (5) 

20:  // Criteria with small weights will be penalized 

when predicting the overall score. 

21: end for 

Phase 4 – Training the deep autoencoder and 

predicting the overall rating 

22: // Initialize the hyper parameters 

23: for each epoch do 

24:   Encode the input into a dense vector z in the 

bottleneck layer using Eq. (2) 

25: Decode z and reconstruct the input using Eq. 

(3) 

26:   Obtain the reconstruction error function MSE 

according to Eq. (4) 

27:   Add 𝑙1 regularization term to the cost function 

according to Eq. (8) 

28:   Train the network and update the biases and 

weights; 

29: end for 

30: Generate the overall predictions R0,u,i; 

 

assume there are n users u1, …, un with m choice 

options i1, …, im that must be assessed in terms of k 

criteria (i.e., attributes) c1, …, ck. After the user rates 

items based on multiple criteria, the resulting data is 

organized in a decision matrix or rating matrix 

denoted as X = (ru,i,j )m × n × k, where ru,i,j is the rating 

value assigned by user u to criterion j of item i. In the 

coefficient correlation and standard deviation 

approach, the first step involves computing the 

pearson correlation coefficient Rj between the 

criterion j rating and the overall rating R0,u,i : 

 

𝑅𝑗 =
∑ (𝑟𝑢,𝑖,𝑗−𝑟𝑖,𝑗)(𝑅0,𝑢,𝑖−𝑅0,𝑖)𝑚

𝑖=1

√∑ (𝑟𝑢,𝑖,𝑗−𝑟𝑖,𝑗)
2𝑚

𝑖=1 ∑ (𝑅0,𝑢,𝑖−𝑅0,𝑖)𝑚
𝑖=1

2
  (10) 

 

𝑅𝑗 =
∑ (𝑟𝑢,𝑖,𝑗−𝑟𝑖,𝑗)(𝑑𝑖𝑗−𝑑𝑗)𝑚

𝑖=1

√∑ (𝑟𝑢,𝑖,𝑗−𝑟𝑖,𝑗)
2𝑚

𝑖=1 ∑ (𝑑𝑖𝑗−𝑑𝑗)𝑚
𝑖=1

2
    (11) 

 

𝑑𝑖𝑗 = ∑ 𝑥𝑖𝑙𝑤𝑙 , 𝑖 = 1, … 𝑚𝑘
𝑙=1
𝑙≠𝑗

      (12) 

 

where 𝑥𝑖𝑙 =
∑ 𝑟𝑢,𝑖,𝑙

𝑛
 . 

If Rj is closer to 1 for a criterion j, this criterion is 

directly proportional the overall rating. If it is closer 

to -1, this criterion is inversely proportional to the 

overall rating. However, if the magnitude of the 

correlation coefficient is lower or closer to zero, then 

the criterion rating and the overall rating are probably 

not strongly dependent on each other. Thus, the 

criterion j will have a significant impact on 

recommendation decision, and it should be given 

more weight. The weight of each criterion is 

computed as follows: 

 

𝑤𝑗 =
𝜎𝑗√1−𝑅𝑗

∑ 𝜎𝑙√1−𝑅𝑙
𝑘
𝑙=1

, 𝑗 = 1,2 … 𝑘    (13) 

 

where 𝜎𝑗 is the standard deviation: 

 

𝜎𝑗 = √
1

𝑚
∑ (𝑟𝑢,𝑖,𝑗 − 𝑟𝑖,𝑗)

2𝑚
𝑖=1 ,𝑗 = 1, … 𝑘     (14) 

 

Finally, we compute the new predicted rating 

ȓ𝑢,𝑖,𝑗given by a user u on the attribute j of an item i as 

shown in Eq. (5). 

5. Experiments and results 

In this section, we present the experimental 

results and analysis of our proposed DAE-CCSD 

algorithm, comparing it to several existing single-

criterion and multi-criteria recommender systems. 

The evaluation was conducted on the widely used  
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Table 3. Datasets description 

Dataset MovieLens 100K TripAdvisor 

Users 1000 3453 

Items 1700 1832 

Records 100000 21826 

Sparsity 94,11% 99.65% 

Criteria Two randomly 

generated criteria 

and overall 

Value, rooms, 

location, quality of 

check-in, cleanliness, 

service, business 

services and overall 

 

 

MovieLens and TripAdvisor datasets, aiming to 

demonstrate the superiority of our method in terms of 

prediction accuracy and ranking performance. 

5.1 Datasets 

Experiments are performed on MovieLens1 100K 

[54] and TripAdvisor 2  [55] datasets, as shown in 

Table 3. MovieLens 100K is a single criterion dataset 

that includes 100K ratings from 1K users on 1.7K 

movies. The sparsity level of the dataset was around 

94.11 percent. To test the multi-criteria rating 

approach, we converted the MovieLens 100K dataset 

by generating two random criteria ratings, each rated 

on a scale of 1 to 5, for every user. Our goal in 

conducting experiments on this modified dataset is to 

assess the efficacy of our proposed approach in a 

randomized context, where it is challenging for a 

model to detect and quantify the interdependence 

between different criteria. 

TripAdvisor is a popular travel website that 

allows users to rate their experiences on a scale of 1 

to 5 to rate seven criteria of hotels, including: value 

for money, the number and quality of its rooms, its 

location, the quality of check-in, the level of 

cleanliness, and the availability of service and 

business amenities. Additionally, users may give the 

hotel an overall satisfaction rating. Since other 

academics crawled the website and produced their 

versions, there is no official dataset for multi-criteria 

ratings. After cleaning, our dataset contains 21826 

records given by 3453 users for 1832 hotels. At least 

five ratings were given by each user. The dataset’s 

sparsity level was around 99.65 percent. 

5.2 Evaluation metrics 

In order to assess the predictive performance of 

our proposed method, we employed common 

statistical measures for accuracy evaluation, such as 

 
1 https://grouplens.org/datasets/movielens/latest/ 

the root mean square error (RMSE) and mean 

absolute error (MAE), which are defined in Eqs. (15) 

and (16), respectively [56]. We aimed to achieve 

lower values for both MAE and RMSE, as these 

would indicate greater accuracy of the predictions. 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑟𝑖 − ȓ𝑖)2𝑛

𝑖=1      (15) 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑟𝑖 − ȓ𝑖|𝑛

𝑖=1      (16) 

5.3 Compared methods 

The DAE-CCSD recommendation algorithm is 

compared against the following related methods 

using the MovieLens 100K and the TripAdvisor 

datasets: 

 

• AEMC [15]: a deep autoencoder based algorithm 

for multicriteria recommender systems using the 

arithmetic mean to estimate the overall rating 

prediction. 

• MC-ANN [56]: a multi-layer feedforward 

artificial neural network model, which consists of two 

hidden layers. 

• MC-UCF [57]: a multi-criteria user-based CF 

recommendation algorithm. 

• SC-UCF: a user-based CF method with a single 

criterion that uses Constrained Pearson Correlation 

(CPC) as a similarity measure [15]. 

• Slopeone [58]: it’s the most basic form of item-

based collaborative filtering based on ratings. 

• SVD: the singular value decomposition 

algorithm which is a matrix factorization method. 

• SVD++: is a matrix factorization model which 

makes use of implicit feedback information. 

• KNN: the k-nearest neighbors’ algorithm. 

5.4 Hidden layers 

Based on the results obtained from the 

experiments outlined in Table 4, it was determined 

that the number of hidden layers in a deep 

autoencoder significantly impacts its performance. 

Specifically, it was observed that deeper networks 

yielded better outcomes. However, it should be noted 

that the model began to overfit after the inclusion of 

more than five hidden layers. This is likely due to the 

fact that training deep networks requires a significant 

amount of data. Hence, we selected the deep 

autoencoder with five hidden layers (referred to as 

model N°3) for our experiments. 

2 http://cs.cmu.edu/∼jiweil/html/hotel-review.htm 
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Table 4. The effectiveness of deep autoencoder hidden 

layers 

Model Model 1 Model 2 Model 3 Model 4 

#Hidden 

layers 
1 3 5 7 

RMSE 1.450 1.402 1.065 1.065 

MAE 1.130 1.092 0.857 0.857 

 

 
Table 5. Performance comparison of DAE-CCSD and 

other models on MovieLens 100K and TripAdvisor 

datasets 

Model 
TripAdvisor MovieLens 

RMSE MAE RMSE MAE 

SVD 0.9001 0.7171 0.8808 0.7451 

SVD++ 0.9122 0.7182 0.9110 0.7011 

Slopeone 1.0360 0.7959 1.0122 0.7901 

KNN with 

baseline 
0.9894 0.7515 0.9562 0.7487 

AEMC 0.8956 0.8712 0.7922 0.6311 

MC-ANN 1.0260 0.9507 0.9989 0.8807 

MC-UCF 1.4499 1.0537 1.2578 1.0017 

SC-UCF 1.6515 1.1986 1.4515 1.2486 

DAE-CCSD 0.7944 0.6099 0.6989 0.5425 

 

5.5 Results and discussion 

We divided the dataset into two subsets for the 

purpose of training our model: a training set and a 

testing set. The training set was comprised of 75% of 

the dataset, which was used to assess the precision of 

the predicted ratings. Additionally, we utilized a 

Gaussian distribution with a mean of 0 and a standard 

deviation of 0.01 to initialize the model parameters. 

Furthermore, we used the adam optimizer method to 

optimize the model, a learning rate of 0.001 and a 

batch size of 100. The hidden layers architecture of 

our DAE-CCSD is 360 → 330 → 100 → 330 → 360 

(i.e., the first hidden layer has 360 nodes, the second 

has 330 and so on). Table 5 gives the final results. 

Table 5 showcases the performance comparison, 

where all multi-criteria models outperform the 

single-criterion model (SC-UCF) on both datasets, as 

expected due to the utilization of more precise 

information in MCRSs. The integration of the CCSD 

approach to compute criteria weights, coupled with 

their incorporation into the MC rating matrix, further 

improved the accuracy of our proposed method. 

Among the evaluated methods, matrix factorization 

techniques (SVD and SVD++) achieved better results 

compared to the MC user-based collaborative 

filtering and the MC Artificial Neural Network-based 

methods. These matrix factorization methods 

leverage the extraction of latent factors and introduce 

regularization and bias terms to minimize RMSE 

error, optimizing model performance. 

MC-ANN is a multi-criteria recommender system 

that uses artificial neural networks to model 

relationships between user preferences and item 

features. While this method allows users to rate items 

based on multiple criteria, it may face challenges in 

capturing intricate non-linear relationships within the 

data, as traditional neural networks often struggle to 

handle complex data distributions effectively. 

Furthermore, MC-UCF extends traditional user-

based collaborative filtering to handle multiple 

criteria ratings. Although it aims to provide 

personalized recommendations based on user 

similarities across various dimensions, MC-UCF 

might encounter difficulties when the dataset is 

highly sparse, as it heavily relies on user-item 

interactions and may struggle to identify meaningful 

patterns in sparse data. On the other hand, Slopeone 

is a traditional collaborative filtering algorithm based 

on a weighted average approach. While 

computationally efficient and easy to implement, 

Slopeone may not fully capture complex user 

preferences and interdependencies among multiple 

criteria, limiting its accuracy in handling diverse 

recommendation scenarios. 

The deep autoencoders based multi-criteria 

algorithms, DAE-CCSD and AEMC, demonstrated 

superior performance over other methods, capturing 

intricate non-linear relationships that have predictive 

value in determining users' preferences, resulting in 

more accurate recommendations. Importantly, the 

DAE-CCSD algorithm not only outperforms other 

deep non-linear models but also showcases its 

resilience to dataset sparsity. Even with 99.65% 

sparsity in the TripAdvisor dataset, DAE-CCSD 

achieved the best results, highlighting its robustness 

in handling sparse data. Comparing DAE-CCSD and 

AEMC, DAE-CCSD exhibited the lowest RMSE and 

MAE scores. The significant performance gain can be 

attributed to its utilization of the CCSD approach, 

which assigns more weight to crucial criteria, 

enabling the model to learn from the most influential 

factors and enhance overall performance while 

reducing computation time. In contrast, AEMC, 

which uses an autoencoder in each criterion 

dimension, does not sufficiently improve prediction 

accuracy due to its reliance on the arithmetic mean as 

the aggregation function and the absence of 

consideration for criteria dependency. 

Our experimental findings demonstrate that the 

proposed DAE-CCSD model achieved an impressive 

11.35% reduction in RMSE and a 7.41% decrease in 

MAE when evaluated on the largest dataset (i.e., 
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MovieLens). These results underscore the 

effectiveness of our approach in capturing 

interdependencies between user, item, and criterion 

dimensions, leading to improved prediction accuracy 

and enhanced recommendation quality. 

6. Conclusion 

In this paper, we have addressed the challenges 

posed by recommending items based on multiple 

criteria, encompassing various aspect ratings in 

addition to the overall user-item rating. To overcome 

these challenges, we introduced the DAE-CCSD 

algorithm, a deep autoencoder-based method that 

leverages the CCSD approach to calculate criteria 

weights. By assigning higher weights to the most 

significant criteria, DAE-CCSD enhances the 

system's accuracy. Our proposed algorithm 

incorporates the relationship between the overall 

rating and other criteria during the training stage, 

allowing it to learn from the most critical criteria. 

This approach not only improves performance but 

also reduces computation time. To evaluate the 

effectiveness of DAE-CCSD, we conducted 

extensive experiments and compared it to established 

baseline methods for multi-criteria recommendation. 

The results of our experiments clearly demonstrate 

the superior performance of DAE-CCSD over 

existing methods. Furthermore, our model 

outperforms both single-criterion and multi-criteria 

models on the widely used MovieLens and 

TripAdvisor datasets. 

In future research, we plan to extend our proposed 

model by incorporating user reviews to account for 

contextual and semantic aspects. This will further 

enhance the recommendation quality and 

personalization capabilities of our system. 
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