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Abstract: In recent years, there has been an increase in distributed reflective denial of service (DRDoS) attacks, 

particularly those that target open lightweight directory access protocol (LDAP) servers. These attacks involve 

transmitting a small request to a large number of available LDAP servers, seeking information from all users. 

Consequently, the servers respond with significantly more data than the original request, amplifying the traffic and 

overwhelming the target with massive amounts of data. Therefore, this paper proposes a novel model for detecting 

LDAP-based DRDoS attacks by utilizing an enhanced particle swarm optimization (PSO) algorithm based on an 

adaptive weighted threshold (AWTPSO) model. The proposed AWTPSO model incorporates network traffic features 

and LDAP protocol characteristics to identify attack patterns. It further employs an adaptive weighted threshold model 

to dynamically adjust the threshold value for each feature. The enhanced PSO algorithm optimizes the threshold values, 

thereby improving the detection accuracy of the proposed model. The proposed AWTPSO detection model has been 

validated using the recent CICDDoS2019 dataset (LDAP sub-dataset). The experimental results demonstrate that the 

AWTPSO model effectively detects LDAP-based DRDoS attacks with exceptional accuracy of 99.99% and minimal 

false positives of 0.01%, surpassing other state-of-the-art techniques. Consequently, the proposed model presents a 

highly promising and robust solution for detecting the threat of LDAP-based DRDoS attacks on enterprise networks. 

Keywords: LDAP DDoS attacks, Adaptive weight threshold, Feature selection, Cybersecurity attacks, Enhancing 

PSO, AWTPSO.  

 

 

1. Introduction 

Over the past decade and in the current computing 

era, users have increasingly used mobile and 

handheld devices [1]. To access financial services, 

network resources, online shopping platforms, retail 

outlets, games, and media content, you can utilize the 

internet. Companies have made their services 

accessible to users from any location to increase their 

revenue through web applications. In addition, there 

has been a significant increase in internet subscribers 

and connected devices in recent years, and the 

number of users utilizing web applications to access 

services and perform specific tasks has witnessed a 

notable increase. However, this rapid expansion has 

created insecure network routes and non-secure 

connected devices [2, 3]. Businesses and funds are 

lost. In the financial and retail sectors, the availability 

and quality of service for legitimate users are of 

utmost importance. These services can be disrupted 

or interrupted by a massive influx of malicious traffic 

aimed at web applications. Therefore, hackers 

employ several tools or programs to generate a flood 

of malicious traffic and launch attacks against the 
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victim system [4]. Hackers primarily employ denial 

of service (DoS) and distributed DoS attacks to 

disable or degrade the performance of services. 

Attackers always exploit vulnerabilities in 

security systems, network protocols, or cybersecurity 

workers' lack of security awareness. Over the years, 

several LDAP vulnerabilities have been reported, 

various security vulnerabilities have been identified 

in different independent LDAP implementations, 

encompassing Denial of Service attacks, remote code 

execution, and privilege escalation. Furthermore, 

LDAP has more recently been exploited in 

volumetric attacks, specifically distributed reflective 

denial of service (DRDoS) attacks, with a focus on 

utilizing the lightweight directory access protocol 

(LDAP). In these attacks, the assailant sends many 

LDAP queries to susceptible LDAP servers while 

masquerading as normal LDAP clients with fake IP 

addresses. As a result, the LDAP server becomes too 

busy to generate replies for the attacker and cannot 

reply to legitimate LDAP clients [5]. 

Multiple vulnerabilities exist in the 

implementation of the lightweight directory access 

protocol (LDAP) protocol, which can potentially 

enable an unauthenticated remote attacker to induce 

a device reload, leading to a distributed reflective 

denial of service (DRDoS) condition [6]. These 

vulnerabilities stem from the incorrect handling of 

LDAP messages by affected devices. Exploitation of 

these weaknesses involves sending an LDAP packet 

to a vulnerable device, with the LDAP message 

containing the source IP address of an LDAP server 

configured on the targeted device. In the event of a 

successful exploit, the compromised device will 

undergo a reload, resulting in a DRDoS state [7, 8].  

To launch volumetric LDAP-based DRDoS 

attacks, attackers utilize LDAP servers that provide 

UDP (user datagram protocol) services. By 

leveraging LDAP queries via UDP, the amplified 

reflection-based LDAP attack creates massive 

amounts of traffic. The attacker initiates the attack by 

sending an LDAP request to an LDAP server, in 

which the sender IP address is spoofed to resemble 

the target's IP address. The server answers the 

victim's IP with a bulked-up response, resulting in the 

reflection attack [9]. The victim's computer cannot 

handle enormous amounts of LDAP data 

simultaneously [10]. 

The main contributions of the proposed model are 

as follows : 

• Named AWTPSO, the model is 

specifically designed to detect LDAP-

based DRDoS cyberattacks targeted at 

the active directory . 

• By integrating adaptive threshold and 

optimization algorithms based on 

machine learning, the AWTPSO model 

offers comprehensive protection against 

DRDoS cybersecurity attacks directed at 

the LDAP directory service. 

• Leveraging particle swarm optimization 

(PSO) in conjunction with adaptive 

thresholding, the AWTPSO model 

effectively selects salient features 

surpassing the threshold, thereby 

enabling the detection of DRDoS 

cybersecurity attacks directed at LDAP 

packets while ensuring the continuity of 

active directory functions during an 

attack . 

• The detection model is implemented 

using the decision tree algorithm to 

assess and classify network traffic into 

normal or abnormal categories . 

• The proposed AWTPSO detection model 

is meticulously designed and rigorously 

validated using the CICDDoS2019 

dataset . 

• Comparative analysis showcases the 

remarkable performance of the proposed 

AWTPSO model, achieving exceptional 

detection accuracy along with an 

impressively low false positive rate . 

• Additionally, the proposed AWTPSO 

model boasts a highly scalable and 

loosely-coupled architecture, further 

augmenting its applicability and 

efficiency in cybersecurity settings. 

The remaining sections of this study are 

structured as follows: Section 2 reviews the related 

works. Section 3 provides the preliminaries. Section 

4 outlines the methodology of the proposed model 

and presents the results and discussion. The 

conclusion of the work is presented in section 5. 

2. Related works 

In today's interconnected world, researchers 

consider detecting and mitigating cyber threats, 

including DDoS attacks, an important area of 

research. Organizations that use LDAP for identity 

and access management are at significant risk due to 

the increasing prevalence of DDoS attacks against the 

LDAP directory service. Researchers have proposed 

various approaches to detect and protect against such 

attacks, ranging from rule-based systems to machine 

learning algorithms. This section reviews relevant 

studies, highlighting their strengths and limitations. 
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According to [4], the experiment employs the 

Spark methodology on cluster nodes for the purpose 

of feature selection and classification of DDoS 

attacks. The proposed approach is specifically 

designed to classify diverse types of DDoS attacks by 

utilizing feature selection techniques. Notably, this 

approach successfully classifies the LDAP DDoS 

attack as one of the identified attack types. 

As indicated by [11], the proposed N-tier machine 

learning-based architecture for identifying DDoS 

attacks is an innovative framework that leverages 

classifiers as the primary machine learning 

techniques to construct training data. This framework 

is divided into two distinct phases: preprocessing and 

feature selection, which are succeeded by feeding the 

processed data into the second phase to generate an 

attack model utilizing machine learning techniques. 

In order to compute the significance of each feature 

within the dataset, consisting of 88 features, the 

Random Forest Regressor is employed. From the 

initial CICDDoS2019 dataset, a subset of 24 features 

is carefully selected to train the model. 

According to [12], DIDDOS is a DDoS detection 

framework that combines deep learning (DL) and 

machine learning (ML) techniques. The framework 

utilizes a gated recurrent unit (GRU), which is a type 

of recurrent neural network (RNN) in deep learning, 

along with machine learning algorithms such as 

sequential minimal optimization (SMO) and Naive 

Bayes (NB). The research study was conducted on 

the CICDDoS2019 LDAP dataset, which is a subset 

of the CICDDoS2019 dataset. Among the models 

used, the SMO model achieves the highest accuracy 

of 99.96%, followed by the GRU, RNN, and NB 

models with accuracies of 99.95%, 99.94%, and 

99.82%, respectively. 

According to [13], a DDoS defense strategy for 

software-defined networking (SDN) is proposed, 

incorporating bandwidth control mechanisms and the 

XGBoost algorithm. This solution utilizes an 

adaptive threshold methodology and a bandwidth 

control algorithm to regulate network traffic. By 

employing multiple bandwidth profiles, the adaptive 

threshold value becomes more adaptable and precise 

in accounting for network traffic variations, thereby 

reducing the packet failure ratio. The experiment 

conducted in this paper demonstrates that the 

utilization of multiple bandwidth profiles 

significantly reduces the packet loss ratio from 

23.85% to 2.16%, as compared to a single profile-

based threshold. Among all the evaluated algorithms 

using the CICDDoS2019 (LDAP) dataset, the 

XGBoost model achieves the highest precision, recall, 

and F1-measure. 

This study [14] aims to prevent DDoS attacks on 

transport data by using smart contracts to record local 

transport system events on the blockchain. The model 

uses an autoencoder and a multi-layer perceptron to 

detect DDoS attacks using deep learning techniques. 

The multi-layer perceptron utilizes the softmax 

function in the final layer as an activation function to 

classify DDoS attacks, while the learned autoencoder 

extracts features. Unsupervised learning helps the 

autoencoder recognize data representations. Data 

flows from the input to the output layers in the 

multilayer perceptron, which is a feed-forward 

network. In contrast to the autoencoder, the multi-

layer perceptron consists of one input layer, one 

output layer, and one or more hidden layers. 

Multilayer perceptrons use hidden layers to compute. 

However, the bottleneck layer reduces complexity by 

having fewer nodes. Hidden layers activate with 

RELU functions. Recursive feature reduction 

improved the model's efficiency. 

3. Preliminaries 

3.1 Feature selection  

Feature selection is the most important and best 

strategy that exists to reduce data dimensions and has 

been used for numerous real-world problems. In the 

scenario of a dataset that may contain noisy, 

irrelevant, or redundant attributes [15, 16], it often 

slows down and even degrades the accuracy of a 

learning system [17]. A feature selection algorithm 

plays a crucial role in minimizing the number of 

attributes, reducing learning time, and improving the 

classification performance of algorithms by 

eliminating unnecessary and redundant features. 

Thus, feature selection becomes an essential process 

in identifying the most consistent, non-redundant, 

and relevant attributes for model creation [18]. With 

the increasing number and diversity of datasets, it 

becomes imperative to systematically reduce them. 

Therefore, feature selection aims to pick certain 

essential attributes from the initial feature set that will 

increase the effectiveness of a predictive model and 

lower the computational cost of modeling [19]–[21]. 

3.2 The particle swarm optimization (PSO)  

Animal social behavior primarily influenced the 

basic ruling, such as fish schooling and bird flocking. 

The birds move from one location to another in 

search of food, and the birds can smell food wherever 

it is available. The bird knows its surroundings and 

uses them to locate and manage food resources[22].  
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Table 1. CICDDoS2019 (LDAP) dataset details 

Dataset Abnormal Normal Total 

CICDDoS2019 

(LDAP DDoS 

attack) train. 

183489 200915 384404 

CICDDoS2019 

(LDAP DDoS 

attack) test 

59714 68427 128141 

 

The global optimization approaches are used to 

calculate the learning approach from the animal's 

behavior, where the swarm or crowd will be known 

as a particle [23, 24]. The PSO technique updates the 

Eq. (1) and determines each partner's position in the 

crowd for searching the space globally Eq. (2). 

 

𝑣𝑖𝑑+1 = 𝑣𝑖𝑑 + 𝑐1𝑟1(𝑝𝑖𝑑 − 𝑥𝑖𝑑) 

+𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖𝑑) (1) 

 

Where vid is the velocity vector of particle, xid is 

particle's vector position, Pid is personal best position 

of particle, gbest is the global best position of particle 

t is the time of initialization, c1and c2 are positive 

acceleration constants, r1 and r2 are random numbers 

and can be computed by the equation:  

The proposed equation below can use the 

adaptive threshold as a fitness function in PSO to 

improve the feature selection method: 

 

𝑉𝑖𝑑(𝑡 + 1) = 𝑤 ∗ 𝑉𝑖𝑑 + 𝑐1 ∗ 𝑟𝑎𝑛𝑑1() ∗ (𝑃𝑏𝑒𝑠𝑡𝑖𝑑
 

−𝑋𝑖𝑑) + 𝑐2 ∗ 𝑟𝑎𝑛𝑑2() ∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑑)  (2) 
 

𝑋𝑖𝑑(𝑡 + 1) = 𝑋𝑖𝑑 + 𝑉𝑖𝑑  (3) 
 

In Eqs. (1, 2), Xid and Vid are new position and 

velocity for particle i, respectively. Pbest is the best 

solution vector of particle i and the best solution of 

system is the gbest rand1() and rand1() are a random 

number between (0, 1). cl, c2 are learning factors 

(usually cl = c2 = 2). w is an inertia weight. 

3.3 Dataset  

The CICDDoS2019 dataset is currently the most 

popular and up-to-date dataset used for DRDoS 

attacks [25]. It includes both benign and advanced 

DRDoS attacks. The dataset includes the latest 

reflective DDoS attacks. It also has application-layer 

DDoS attacks that use TCP and UDP protocols based 

on reflection and exploitation. The CICDDoS2019 

(LDAP DRDoS) dataset contains 88 network 

characteristics. Table 1 provides more details about 

the CICDDoS2019 (LDAP) dataset, including the 

training and test groups' size and normal and 

abnormal traffic. 

4. Proposed LDAP DDoS detection model  

The LDAP-based DRDoS attack is a type of 

distributed reflective denial of service (DRDoS) 

attack that targets open lightweight directory access 

protocol (LDAP) servers. In this attack, the attacker 

sends spoofed requests to open LDAP servers, asking 

for information on a particular user or object. The 

server then responds with a much larger amount of 

data than the original request, amplifying the traffic 

and flooding the target with a massive volume of data. 

This can cause the target's network to become 

overloaded and unavailable to legitimate users. The 

attack is effective because LDAP servers are often 

misconfigured and left open to the public, allowing 

attackers to easily exploit them. The LDAP-based 

DRDoS attack has been used by cybercriminals to 

launch large-scale attacks on businesses and 

organizations, causing significant damage to their 

reputation and operations. To detect this attack, it is 

important to secure LDAP servers and restrict access 

to them only to authorized users. As a result, we have 

proposed the LDAP DRDoS Detection model, 

illustrated in Fig. 1. This model comprises three 

stages: data preprocessing, feature selection, and 

classification and detection. The purpose of the 

proposed model is to identify LDAP DRDoS attacks 

that operate at the application level, employing TCP, 

UDP, or a combination of both. These attacks exhibit 

distinctive network traffic features that can be 

distinguished from normal or other DRDoS attack 

traffic. 

4.1 Data preprocessing  

The network traffic captured is raw data, which 

may contain missing, NaN, and infinite values. 

Feature selection techniques and machine learning 

classifiers cannot operate on such noisy datasets. 

Therefore, the raw data is first cleaned and 

preprocessed [26] to make it suitable for the operation 

of classifiers and feature selection techniques. Data 

preprocessing (data cleaning) is described by 

Algorithm 1, and this stage yields results in the 

elimination and reduction of noise in a dataset. First, 

duplicate instances in the dataset are removed. Then, 

missing and infinite values are replaced with the 

mean for those features. After the data cleaning 

process is complete, the data is rescaled within the 

range of 0 to 1 or -1 to 1 using data normalization [27]. 

The equation is as follows: 

 

𝑥normalized =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
   (4) 
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Figure. 1 The diagram for the proposed AWTPSO model 

 
Algorithm 1: Data pre-processing (data cleaning) 

1  𝑖𝑛𝑝𝑢𝑡 : 𝐶 𝐼𝐶𝐷𝐷𝑜𝑆2019(𝐿𝐷𝐴𝑃)𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑤𝑖𝑡ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑠𝑢𝑏𝑠𝑒𝑡 
2  𝑜𝑢𝑡𝑝𝑢𝑡 : 𝑐 𝑜𝑚𝑝𝑎𝑐𝑡 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 
3  𝑓(𝑁) = 𝑛1, 𝑛2, 𝑛3, 𝑛4, . . . , 𝑛𝑛 
4  𝑓𝑜𝑟 𝑛 ←  𝑖𝑛 𝐶𝐼𝐶𝐷𝐷𝑂𝑆2019(𝐿𝐷𝐴𝑃)𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑑𝑜 :  
5      𝑖𝑓 𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑑𝑢𝑝𝑙𝑖𝑐𝑎𝑡𝑒 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 𝑡ℎ𝑒𝑛 :  
            𝑟𝑒𝑚𝑜𝑣𝑒𝑑 
       𝑒𝑙𝑠𝑒𝑖𝑓 𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 infinite 𝑣𝑎𝑙𝑢𝑒𝑠 𝑡ℎ𝑒𝑛 :  
              𝑟𝑒𝑝𝑙𝑎𝑐𝑒 𝑤𝑖𝑡ℎ 𝑚𝑒𝑎𝑛 𝑓𝑜𝑟 𝑡ℎ𝑎𝑡 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 
       𝑒𝑙𝑠𝑒𝑖𝑓  𝑛 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 missin𝑔 𝑣𝑎𝑙𝑢𝑒𝑠 " 𝑏𝑙𝑎𝑛𝑘 𝑐𝑒𝑙𝑙" 𝑡ℎ𝑒𝑛 :  
             𝑟𝑒𝑝𝑙𝑎𝑐𝑒 𝑤𝑖𝑡ℎ 𝑚𝑒𝑎𝑛 𝑓𝑜𝑟 𝑡ℎ𝑎𝑡 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 
6  𝑟𝑒𝑡𝑢𝑟𝑛 𝑓(𝑀) =   𝑚1, 𝑚2, 𝑚3, 𝑚4, . . . , 𝑚𝑚. " 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑎𝑓𝑡𝑒𝑟 Pre-processing" 

 

 
Therefore, the process of data preprocessing 

produces a dataset that has been cleaned and 

normalized, making it suitable for reducing features. 

The feature selection stage is designed based on 

suggesting a new fitness function (adaptive weighted 

threshold) for the PSO algorithm. In the context of 

PSO, particles represent candidate solutions in the 

search space, and each particle maintains its personal 

best (Pbest) and the global best (gbest) positions found 

by the entire swarm. 

The adaptive threshold is calculated as a weighted 

combination of the statistical properties of the feature 

values (µ and α) and the difference between the 

personal best and global best positions of the particles, 

with the weight parameter w controlling the influence 

of the PSO optimization on the threshold. 

The Eq. (5) allows the PSO algorithm to 

dynamically adjust the threshold during the feature 

selection process based on the convergence progress 

of the particles. A higher value of w will give more 

weight to the PSO optimization, potentially leading 

to a more aggressive threshold update, while a lower 

value of w will put more emphasis on the statistical 

properties of the feature values. 

 

𝑇ℎ = (1 − 𝑤) ∗ (𝜇 + 𝑘 ∗ 𝛼) + 𝑤 ∗ (𝑝𝑏𝑒𝑠𝑡 − 𝑔𝑏𝑒𝑠𝑡)
  (5) 
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Algorithm 2: An adaptive weighted threshold PSO(AWTPSO) feature selection model 

1   𝑖𝑛𝑝𝑢𝑡 :  𝑙𝑜𝑎𝑑 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 
2   𝑜𝑢𝑡𝑝𝑢𝑡 :  𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
3   𝑡ℎ ← 0.1// 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑙𝑦 𝑠𝑒𝑡 𝑡ℎ𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (𝑡ℎ = 0.1) 
4   k ← 0  //𝑖𝑠 𝑎 𝑢𝑠𝑒𝑟 𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑡ℎ𝑎𝑡 𝑑𝑒𝑡𝑒𝑟𝑚𝑖𝑛𝑒𝑠 𝑡ℎ𝑒 𝑡ℎ 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦. 
5   𝑤ℎ𝑖𝑙𝑒 𝑖𝑡𝑟𝑐𝑢𝑛𝑡 ≤  𝑖𝑡𝑟𝑚𝑎𝑥 𝑑𝑜 :  
6           𝑓𝑜𝑟 𝑒𝑎𝑐ℎ 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 (𝑥) 𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡 𝑑𝑜 :  
7                 𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑎𝑐𝑐𝑜𝑟𝑑𝑖𝑛𝑔 𝑡𝑜 𝑡ℎ𝑒 𝑜𝑝𝑡𝑖𝑚𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑚𝑒𝑡ℎ𝑜𝑑 
8                 𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑢 𝑠𝑖𝑛 𝑔  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛(1) 
9                𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑢 𝑠𝑖𝑛 𝑔  𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 (2) 
10             𝑖𝑓 𝑝𝑏𝑒𝑠𝑡(𝑡ℎ)  <  𝑝𝑏𝑒𝑠𝑡  𝑡ℎ𝑒𝑛 :  

                    𝑝𝑏𝑒𝑠𝑡 ← 𝑝𝑏𝑒𝑠𝑡(𝑡ℎ) 

                    𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑡ℎ 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  (5,6) 
                    𝑘 ← 0 
11           𝑒𝑙𝑠𝑒𝑖𝑓 𝑔𝑏𝑒𝑠𝑡(𝑡ℎ)  <  𝑔𝑏𝑒𝑠𝑡  𝑡ℎ𝑒𝑛 :  

                    𝑔𝑏𝑒𝑠𝑡 ← 𝑔𝑏𝑒𝑠𝑡(𝑡ℎ) 

                    𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑡ℎ 𝑏𝑎𝑠𝑒𝑑 𝑜𝑛 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛  (5,6) 
              𝑒𝑙𝑠𝑒 :  
                    𝑘 ← 𝑘 + 1 
12   𝑒𝑙𝑠𝑒𝑖𝑓 𝑘 ≤ 2 ∗ 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑠𝑖𝑧𝑒 𝑡ℎ𝑒𝑛 :  
                     𝑘 ← 0 
                    𝑡ℎ ← 𝐼𝑡 𝑖𝑠 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑟𝑎𝑛𝑑𝑜𝑚𝑙𝑦 𝑏𝑦 𝑡ℎ𝑒 𝑢𝑠𝑒𝑟 (algorithm 3) 
13   𝑅𝑒𝑡𝑢𝑟𝑛 𝑜𝑝𝑡𝑖𝑚𝑎𝑙 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

 

 
Table 2. The true and negative class predictions based 

on the AWTPSO model 

Metrics TP FP FN TN 

Samples 

number 

64960 7 12 63162 

Classificatio

n percentage 

99.981

5 

0.011

1 

0.018

5 

99.988

9 

 

 
Figure. 2 Confusion matrix for the proposed model 

 

Where: µ is the mean of the feature values in the 

dataset; α is the standard deviation of the feature 

values in the dataset; k is a user-defined constant that 

determines the threshold's sensitivity. 

W is the weight parameter that determines the 

balance between the gbest and Pbest of the particles in 

the PSO algorithm that can be calculated by the 

below equation: 

 

𝑤 = 𝑤𝑚𝑎𝑥 − ((𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛) ∗ (
𝑖𝑡𝑟𝑐𝑢𝑛𝑡

𝑖𝑡𝑟𝑚𝑎𝑥
)) 

 (6) 

 

Where Wmax is the initial value of the inertia 

weight at the beginning of the optimization process. 

Wmin is the final value of the inertia weight at the 

end of the optimization process. itrcunt is the current 

iteration number of the PSO algorithm. itrmax is the 

total number of iterations or maximum number of 

generations set for the PSO algorithm. 

This equation starts with a higher initial inertia 

weight value Wmax and linearly decreases it to a lower 

value Wmin as the algorithm progresses through 

iterations itr towards the maximum number of 

iterations itrmax This allows the particles to explore 

the search space more broadly at the beginning and 

converge towards the global best or personal best 

solutions at the end, striking a balance between 

exploration and exploitation in the optimization 

process. can adjust the values of Wmax and Wmin to 

control the balance between the global best and 

personal best influences on the particles' movement 

in the PSO algorithm, depending on your specific 

optimization problem and requirements. 
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Algorithm 3∶ Adaptive threshold (th) 

1  𝑠𝑒𝑙𝑒𝑐𝑡 _ 𝑥 = [] 
2  𝑓𝑜𝑟 𝑖 𝑖𝑛 𝑟𝑎𝑛𝑔𝑒 (𝑙𝑒𝑛𝑔𝑡ℎ (𝑝)) 𝑑𝑜 :  
3        𝑖𝑓 𝑝[𝑖]  >  𝑡ℎ 𝑡ℎ𝑒𝑛 :  
4           𝑠𝑒𝑙𝑒𝑐𝑡 _ 𝑥 . 𝑎𝑝𝑝𝑒𝑛𝑑(𝑖) 
5  𝑓𝑖𝑡 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒 _ 𝑓 𝑖𝑡(𝑠𝑒𝑙𝑒𝑐𝑡 _ 𝑥) // 𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑒 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 using 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
6  𝑖𝑓 𝑓𝑖𝑡 >  𝑝𝑟𝑒 _ 𝑓 𝑖𝑡 𝑡ℎ𝑒𝑛 :    // 𝑢𝑝𝑑𝑎𝑡𝑒 𝑡ℎ𝑒 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 
       𝑡ℎ =  𝑡ℎ _ 𝑖 𝑛𝑐 // 𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡  𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 
7  𝑒𝑙𝑠𝑒 :  
8     𝑡ℎ = 𝑡ℎ _ 𝑑 𝑒𝑐 // 𝑑𝑒𝑐𝑟𝑒𝑚𝑒𝑛𝑡 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 
9  𝑅𝑒 𝑡 𝑢𝑟𝑛 𝑓𝑖𝑡     

 
 

Table 3. the classification performance metrics of the 

proposed AWTPSO model based on the DT classifier. 
Metrics TP FP FN TN 

AWTPSO 0.9999 0.9999 0.9998 0.9999 

 
Table 4. A Comparison of the proposed AWTPSO 

model with other LDAP-based DRDoS attack detection 

works 

System Accurac

y 

Precisio

n 

Recal

l 

F1scor

e 

SSK-

DDoS [4] 

94.42 96.00 73.00 83.00 

multi-tier 

[11] 

Not 

mention 

62.2 28.6 39.2 

DIDDoS 

[12] 

99.96 99.71 99.91 99.87 

Bandwidt

h Control 

Mechanis

m [13] 

Not 

mention 

86.00 96.00 91.00 

hybrid 

deep 

learning 

[14] 

Not 

mention 

91.00 99.00 95.00 

AWTPSO 

(our 

model) 

99.99 99.99 99.98 99.99 

 

In this pseudocode (Algorithm 3), particle P is a 

binary array representing the selected features 

select_x in the current iteration of PSO. The threshold 

th starts at an initial value, and previous_fitness 

pre_fit is the fitness fit of the particle P in the 

previous iteration. Threshold_increm th_inc and 

threshold_decrement th_dec are hyperparameters 

that determine how much the threshold th should be 

adjusted based on the fitness fit improvement. 

The adaptive threshold fitness function first 

selects the features whose values are above the 

threshold. Then, it evaluates the fitness of the particle 

using the selected features. If the fitness improves 

compared to the previous iteration, the threshold is 

increased, otherwise, it is decreased. This helps to 

adapt the threshold to the changing fitness landscape 

and potentially speeds up the convergence of PSO. 

Table 2 presents the model's ability to correctly 

predict and wrongly predict when checking the 

LDAP packet. 

Fig. 2 presents the confusion matrix result for the 

proposed (AWTPSO) model. 

The model has correctly identified 64960 of the 

total 128141 samples as LDAP DDoS attack packets. 

It has also correctly identified 63162 samples as 

benign LDAP packets. But the model misidentified 7 

benign LDAP packets as LDAP DDoS attack packets 

when it should have known better. On the other hand, 

the model got 12 samples of LDAP DDoS attack 

packets wrong, and they were wrongly labeled as 

benign LDAP packets.  

The proposed model has been evaluated based on 

several accuracy metrics such as Accuracy, Precision, 

Recall, and F1score, and the results in the below table 

indicate that the AWTPSO model proposed achieved 

higher accuracy metrics than models that exist in the 

literature. Table 3 presents the results obtained from 

training the AWTPSO model proposed with the DT 

classifier based on classification performance metrics. 

We are comparing the AWTPSO model proposed 

with other state-of-the-art approaches in Table 4 

based on their classification performance metrics. 

In our proposed AWTPSO model, we used 

popular and famous metrics to evaluate it, and those 

classification performance metrics. Therefore, our 

AWTPSO model proposed will be compared with 

related works that exist in the literature based on the 

metrics mentioned above.The first metric is accuracy; 

among all the related works that exist in the literature 

review and that used the same dataset, there are only 

two that mention accuracy in their works. According 

to [4], they suggest an SSK-DDoS system, and the 

highest accuracy obtained is 94.42%, as well as, 
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according to [12], the proposed DIDDOS approach, 

and the highest accuracy obtained is 99.96% for the 

LDAP attacks. Meanwhile, our proposed AWTPSO 

model obtains higher accuracy than both previous 

models, which is 99.99% using the same conditions. 

Therefore, the proposed AWTPSO model is the best 

in terms of accuracy. 

The second metric is precision. According to [4], 

they suggest an SSK-DDoS system, and the highest 

precision obtained from their system is 96.00%, 

while the multi-tier model suggested by [11] has 

obtained the highest precision at 62.2%, whereas the 

DIDDOS approach suggested by [12] has obtained 

the highest precision at 99.71%. In the same manner, 

the bandwidth control mechanism proposed by [13] 

has obtained the highest precision of 86.00%, while 

the hybrid deep learning approach suggested by [14] 

has obtained the highest precision of 91.00%. 

Meanwhile, our proposed AWTPSO model obtains 

higher precision than both previous models, which is 

99.99% using the same conditions. Therefore, the 

proposed AWTPSO model is the best in terms of 

precision. 

The third metric to consider is recall. In a study 

by [4], they propose an SSK-DDoS system which 

achieves the highest recall rate of 73.00%. 

Conversely, [11] suggests a multi-tier model that 

achieves a recall rate of 28.6%, while [12] introduces 

the DIDDOS approach with the highest recall rate 

recorded at 99.91%. In the same manner, the 

bandwidth control mechanism proposed by [13] has 

obtained the highest recall of 96.00%, while the 

hybrid deep learning approach suggested by [14] has 

obtained the highest recall of 99.00%. Meanwhile, 

our proposed AWTPSO model obtains a higher recall 

than both previous models, which is 99.98% using the 

same conditions. Therefore, the proposed AWTPSO 

model is best in terms of recall. 

The fourth and final metric is the F1 score. 

According to [4], they suggest an SSK-DDoS system, 

and the highest F1 score obtained from their system 

is 83.00%. Meanwhile, the multi-tier model 

suggested by [11] has obtained the highest F1 score 

of 39.2% and the DIDDOS approach suggested by 

[12] has obtained the highest F1 score of 99.87%. The 

bandwidth control mechanism proposed by [13] has 

obtained the highest F1 score of 91.00%, and the 

hybrid deep learning approach suggested by [14] has 

obtained the highest F1 score of 95.00%. However, 

our proposed AWTPSO model obtains a higher F1 

score than previous models, with a score of 99.99% 

under the same conditions. Therefore, the proposed 

AWTPSO model is the best in terms of F1 score. 

5. Conclusion 

The proposed model presented in this paper offers 

an effective solution for detecting LDAP-based 

DRDoS attacks by utilizing an enhanced PSO 

algorithm based on an adaptive weighted threshold 

model. Through the utilization of network traffic 

features and LDAP protocol features, the proposed 

model successfully identifies attack patterns and 

dynamically adjusts the threshold value for each 

feature, thereby enhancing the accuracy of detection. 

To verify the effectiveness of the AWTPSO model 

proposed in this study, it was thoroughly tested and 

validated using the CICDDoS2019 (LDAP sub-

dataset) dataset. The experimental results clearly 

demonstrate that the proposed model outperforms 

other state-of-the-art techniques, achieving high 

levels of accuracy, precision, recall, and F1 score. 

Specifically, the AWTPSO model accurately detects 

attacks with an impressive detection rate of 99.99%, 

while effectively maintaining a low false positive rate 

of 0.01%. Considering these results, the AWTPSO 

model proposed in this paper presents a promising 

solution for the detection of LDAP-based DRDoS 

attacks on enterprise networks. Future work could 

involve expanding the application of the AWTPSO 

model to detect other types of DRDoS attacks or 

integrating it into existing network security systems 

for real-time detection and prevention of attacks. 
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