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Abstract: Network Intrusion Detection System (NIDS) plays a major role in maintaining the integrity and security 

in computer networks. These systems are created to detect and acknowledge the anomalous activities which specify 

unauthorized access and malicious internet. Establishing effective NIDS can be difficult, especially identifying 

network anomalies among the ever-increasing and difficult-to-detect malicious attacks. This study, implemented the 

Information gain with Deep Bidirectional Long Short-Term Memory (IG-Deep BiLSTM) method utilized to identify 

the effective intrusions, which will enable an NIDS to gain access to more data. The implemented BiLSTM method 

can better extract long-term and short-term dependent features and improve classification accuracy. The datasets 

used to gather data are the ToN-IoT, CIC-IDS-2017, BoT-IoT, and UNSW_NB-15 datasets. Next, pre-processing 

includes data digitization and encoding, as well as data normalization to convert the actual data into a suitable format 

and remove noise from the data. The IG is used to select the optimal features, and then the Deep BiLSTM is utilized 

to classify the network intrusion attacks as normal or malicious. Compared with existing methods, the implemented 

method achieved high accuracy values of 99.95%, 99.95%, 99.50%, and 99.93% using the CIC-IDS-2017, ToN-IoT, 

BoT-IoT, and UNSW_NB-15 datasets. 

Keywords: Deep bidirectional long short-term memory, Information gain, Malicious attack, Network intrusion 

detection systems, Security. 

 

 

1. Introduction 

A new security technology called Network 

Intrusion Detection System (NIDS) works together 

with firewalls, antivirus programs, and access 

control systems. The goal is to strengthen and 

improve network security against malicious activity 

and intrusions [1]. The typical behaviour of 

anomaly-based NIDS models does not necessitate 

the explicit identification of attacks in the training 

set [2]. Any network traffic that deviates from the 

behaviour modelled by the model is recorded and 

reported. The model characterises traffic activity in 

the protected system’s normal state [3]. To address 

unauthorised incidents or attacks in IoT-based 

environments, a number of academics have already 

presented IDS. The majority of these IDSs fall under 

the data-driven or knowledge-based system 

categories. Any behaviour (or action) departing 

from the legitimate network profile is referred to as 

an intrusion by knowledge-based IDS since they 

require a knowledge repository that offers the 

genuine network profile [4, 5]. Nevertheless, the 

security and privacy of IoT devices may be 

threatened by an increase in botnet attacks, such as 

Mirai, denial of service (DoS), distributed DoS 

(DDoS), Gafgayt, and theft [6]. The network’s noise 

and other irrelevant features make it difficult to 

identify suspicious activity. Due to this difficulty, 

conducting an investigation takes longer and 

requires more effort, which lowers the chances of 

success [7]. The need for interventions that can 

identify risks and attacks that could harm 

information networks has increased due to the 

ongoing rise in internet users and the development 
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of IoT [8]. In particular, classic IDS find it difficult 

to provide sufficient performance and efficiency 

with today’s high-bandwidth and high-traffic 

computer networks. Therefore, typical IDSs 

completely fail to ensure adequate security needs 

due to the increasingly sophisticated, automated, and 

scattered nature of attacks [9]. 

Transformer-based models are particularly 

appealing because of their adaptability for use in 

machine learning (ML)-based NIDs, where data is 

captured as flows or packet sequences and the 

performance of NIDS depends on its capability to 

identify intricate and subtle patterns in this traffic 

[10]. The volume of transactions in a network 

increases the risks to this sensitive data; hence, an 

IoT network needs to have a clever system to 

identify any unauthorised upgrades and prevent such 

hazards [11]. The attacks on machines and devices 

that are network-based have significantly improved 

due to this deep intrusion. As a result, protecting 

systems and devices against these types of attacks 

has become critical [12]. To safeguard the security 

and privacy of people and organizations, it is 

important to make sure that data collection and 

analysis are done in a responsible and secure manner 

[13]. A number of studies have used both simple and 

complex DL models, like long short-term memory 

(LSTM), convolutional neural networks (CNN), 

deep neural networks, and recent transformer 

networks, to create an efficient IDS in response to 

the field’s rapid development in ML [14]. Simple 

ML models included K-means, K nearest neighbour 

(KNN), and one class support vector machines 

(OSVM). False positive and false negative results 

during detection can result from the data’s grey 

regions of assault and normal behavior. These 

related works cannot address the essential 

measurement of dataset quality, which is the data 

tendency of normal and attack behaviours [15]. The 

main contribution of this research is given below. 

• The implemented IG-Deep BiLSTM method is 

utilized to identify the effective NID based on 

feature selection and classification models. IG 

technique is used to select a feature that has the 

most information found in a specified class. 

Deep BiLSTM is used to classify the network 

intrusion accurately. 

• Pre-processing stage includes data digitization 

and encoding, as well as data normalization to 

convert the actual data into a suitable format and 

remove noise from data. 

• This implemented method is trained and tested 

using four datasets namely ToN-IoT, CIC-IDS-

2017, BoT-IoT, and UNSW_NB-15, which 

provided high evaluation parameters. 

This paper is organized as follows: Literature 

review related to the work is described in Section 2. 

Implementation description of methodology is in 

Section 3. Results and discussion are stated in 

Section 4, and Section 5 is conclusion of this work. 

2. Literature survey 

Zhang [16] implemented an Ensemble-based 

Automatic Feature Selection (EAFS) for NID. 

Hybrid Normalized score of mixed (NSOM) was 

employed on selected feature subsets dynamically 

and analyzed the subset performance. This 

implemented EAFS enhanced the classification of 

feature subset performance by a union and various 

subset intersections. However, due to difficulties in 

characterizing intricately chosen features, this 

implemented EAFS approach affected the detection 

model’s transparency. 

Mhawi [17] implemented an advanced ensemble 

Learning (EL) approach, which was utilized for 

NIDS. This approach employed a hybrid of 

Correlation Feature Selection coupled with the 

Forest Panelized Attributes (CFS-FPA) method that 

had attained efficient feature selection. This 

approach had high robustness and produced greater 

reliability in intrusion recognizing and categorizing 

benign traffic. However, this EL approach was 

required to enhance its capability to address 

infrequent traffic problems. 

Lazzarini [18] implemented Deep Integrated 

Stacking for IoT (DIS-IoT) method based on a 

stacking ensemble to detect intrusions in the IoT 

environment. This method utilized CICIDS2017, 

ToN_IoT, and SWaT datasets to detect and classify 

the attacks in the IoT environment. ToN_IoT dataset 

attained high performance in both binary and multi-

class classifications of attacks. However, this 

implementation had challenges in real-time 

processing and also had high computational 

overhead. 

Saikam & Ch [19] implemented the network 

intrusion detection (NIDS) technique, which 

combined deep networks and hybrid sampling. This 

method utilized Elman Spike Neural Network 

(EESNN) for classified attack categories, and 

superior classification efficiency was achieved after 

training. This method used DenseNet 169 and the 

SAT-Net hierarchical network to effectively extract 

input data, and EESNN improved the accuracy 

performance. Due to lower identification rates in 

minority classes, this method required hybrid DL 

methods for high identification rates. 
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Figure. 1 Block diagram of implemented method 

 

Thakkar & Lohiya [20] implemented a bagging 

ensemble learning (EL)-based Deep Neural Network 

(DNN) method for ID and to manage the class 

imbalance problem.  CIC-IDS-2017, NSL-KDD, 

BoT-IoT, and UNSW_NB-15 datasets were 

employed to evaluate performance of implemented 

method. Bagging ensemble learning method was 

applied along with assigning class weights to assist 

in the training process and increase the DNN 

performance. However, the implemented approach 

was vulnerable to managing the input of malicious 

data, which caused misclassification. 

Anushiya & Lavanya [21] implemented a 

Genetic-Algorithm and Faster Recurrent 

Convolutional Neural Network (GA-FR-CNN) 

model to detect intrusion in IoT. This model utilized 

Assimilated Artificial Fish Swarm Optimization to 

increase the recommended system’s ability to 

identify features in feature selection. The 

implemented GA-FR-CNN model enhanced 

generalizability of model and also prevented 

overfitting. Due to low memory requirements and 

temporal complexity, this method had less intrusion 

detection. 

Bakro [22] implemented a hybrid technique that 

included information gain, Chi-square, and particle 

swarm optimization (IG-CS-PSO) utilized for IDS. 

This IG-CS-PSO technique utilized Random Forest 

(RF) to identify and categorize different kinds of 

attacks. Kyoto and UNSW-NB15 datasets were 

employed to verify and evaluate the implemented 

technique. With the combined strength of each 

feature selection, this model achieved improved ID 

accuracy. However, this method ignored certain 

essential features, which led to overfitting.  

3. Methodology  

In this work, a Deep BiLSTM approach is 

implemented for NIDS. This work involves ToN-

IoT, CIC-IDS-2017, BoT-IoT, and UNSW_NB-15 

datasets for data collection, data digitization and 

encoding, as well as data normalization, which is 

used in pre-processing to convert the actual data into 

a suitable format and remove noise from the data. IG 

is utilized to select the optimal features from the 

pre-processed data, and at last, the Deep BiLSTM is 

employed to classify normal or malicious attacks in 

NIDS. Fig. 1 denotes the implemented method block 

diagram. 

3.1 Datasets 

This work utilizes four datasets, namely 

ToN_IoT [23], Bot-IoT [24], CIC-IDS 2017 [25], 

and UNSW-NB15 [26], for intrusion detection. 

These four datasets for network intrusions can be 

employed with systems of intrusion detection, and 

they are explained as follows. 

3.1.1. ToN_IoT 

An establishment of a large-scale network at 

Australian Defence Force Academy (ADFA) using 

University of New South Wales (UNSW) is used to 

collect the ToN_IoT dataset. A large range of 

heterogeneous sources is provided by this network, 

which contains IoT sensors, virtual devices, cloud 

platforms, and physical systems. The dataset 

consists of several devices captured from different 

network perspectives, such as IoT/IIoT, Windows, 

and Linux. 

3.1.2. Bot_IoT 

ID in IoT networks is presently utilized by the 

Bot-IoT dataset. Cyber Range Lab of UNSW 

Canberra, in a realistic network environment, 

produced the Bot-IoT dataset. This dataset includes 

72 million records in total and combines botnet and 

regular traffic for the network environment. This 

dataset is trained on 364,562 records, and during the 

testing, this was reduced to 243,043 records. 

Although most of the dataset consists of DDoS-type 

packets and DDoS, there are a total of four different 

kinds of attacks.   
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3.1.3. CIC-IDS 2017 

CIC-IDS2017 is a network traffic dataset from 

the Canadian Institute for Cybersecurity (CIC). The 

collection includes recordings of both malicious and 

benign network traffic as well as a variety of attack 

types, including web, botnet, and denial-of-service 

attacks. Features like packet and flow features that 

were taken from the network traffic samples are 

included in the dataset, which has about 10 million 

instances in total. This dataset was created to 

provide an accurate depiction of modern network 

traffic. It is meant to be used in applications of 

cybersecurity and in development projects involving 

intrusion detection systems.  

3.1.4. UNSW-NB15 

Australian Centre for Cyber Security (ACCS) at 

University of New South Wales (UNSW) Cyber 

Range Lab produced UNSW-NB15 dataset, which is 

a dataset of network traffic. Collection contains 

network traffic recordings for fifteen different types 

of attacks, such as backdoors, port scans, and SQL 

injection. To give a realistic representation of 

modern network traffic, the dataset also contains 

captures of regular network traffic. Features 

including packet and flow features that were taken 

from the network traffic samples are included in the 

dataset, which has about 2.5 million instances in 

total. 

3.2 Pre-processing 

After the collection of data, pre-processing is an 

important step that is used to clean the data and 

convert actual data into a suitable format. This pre-

processing step includes data digitization, data 

encoding, and data normalization processing. 

3.2.1. Data digitization and encoding 

To transform original features into numerical 

features, binarization method known as the one-hot 

encoding technique is utilized, which also enables 

the subsequent feature process. 

Furthermore, local features may be extracted in 

grayscale image form, and to reshape 1D features 

into 2D features, reshaping a module of spatial 

feature extraction is important. Based on various 

datasets, the specific processing techniques vary. To 

encode data for every feature, an MLP layer is 

utilized like word embedding later in NLP, where a 

method of temporal features is extracted. After 

various subspaces are mapped by the amplified 

features, the richer features are extracted 

accordingly, and here the input dimensions are 

essential for this approach. At the same time, during 

the training of MLP layer parameters may be 

adjusted dynamically. 

3.2.2. Data normalization process 

Following data digitization and encoding, 

normalization process is executed to remove the 

data differences due to various dimensions. Reduce 

the variances dimensions and combine the values by 

adopting the min-max normalization technique. Eq. 

(1) represents the specific formula. 

 

𝑥𝑛𝑜𝑟𝑚 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                           (1) 

 

The normalization processing result is denoted 

as 𝑥𝑛𝑜𝑟𝑚 , original feature is represented as 𝑥 , 

maximum and minimum values for feature 𝑥  are 

denoted as 𝑥𝑚𝑎𝑥 and 𝑥𝑚𝑖𝑛. 

3.3 Feature selection 

Following pre-processing, the feature selection 

process is performed. Pre-processed output data is 

fed as input to this feature selection process. This is 

the most important stage before the classification 

phase. This stage seeks to select an optimal subset of 

existing features and irrelevant features are removed. 

In this work the IG technique is used for the process 

of feature selection. 

3.3.1. Information gain (IG) 

This is a filter-based and one of the most 

common utilized feature selection technique. This 

IG technique detects a feature, which has the most 

information found in a specified class and is utilized 

by a simple attribute rank due to the irrelevant 

features and decreased noise. Features’ entropy is 

computed to determine the best feature. Entropy is 

an uncertainty measure that may be utilized to 

conclude the feature distribution in cosine form, and 

Eq. (2) shows the entropy calculation. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = ∑ −𝑃𝑖𝑙𝑜𝑔2𝑃𝑖
𝑐
𝑖                 (2) 

 

Where class 𝑖’s number of samples is shown as 

𝑃𝑖 , and number of values in classification class is 

denoted as 𝑐. Value of IG is computed after getting 

the entropy value, as mentioned below in Eq. (3). 

 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑠) −

             ∑
|𝑆𝑣|

|𝑆|𝑣𝑎𝑙𝑢𝑒𝑠(𝐴) 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣)                      (3) 
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Where sample and attribute are represented as 𝐴 

and 𝑆, attribute 𝐴’s possible value is denoted as 𝑣, 

and 𝐴’s possible value sets are shown as 𝑣𝑎𝑙𝑢𝑒𝑠(𝐴). 

Entropy for samples that have 𝑣 value is denoted as 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣) , number of samples for all data 

samples is shown as |𝑆|, and number of samples for 

𝑣 value is represented as |𝑆𝑣|. 
In this research, a filter-based technique of IG is 

selected as a feature selection technique, which 

obtains more stable sets of selected features because 

it prevents overfitting due to its robust nature. 

Generally, filter-based technique’s computational 

complexity is represented as 𝑂(𝑚. 𝑛2), where the 

number of features or attributes is shown as 𝑛, and 

the number of training data is shown as 𝑚. It is low 

compared to wrapper and embedded- based methods. 

The wrapper-based methods have an intricate nature, 

which establishes the greater overfitting issues. 

Therefore, relevant, significant, and a small number 

of features are produced utilizing feature selection 

techniques, and the execution time for classification 

approaches utilized in the attack or anomaly 

detection process will decrease with less 

computational complexity.  

From 1 to 77 are the features that are provided 

for IDS. Weight values of features are ranked using 

information gain, and error and try method is used to 

evaluate the minimum weight manually. Minimum 

weight values are used to rank and group the 

features in this work. Therefore, groups of features 

are attained and every feature group are keeping 

various number of features. Furthermore, the Deep 

BiLSTM classifier method is used to validate all 

feature groups, so this can evaluate the effective 

groups of features, which is sufficient to classify the 

types of attacks.  

3.4 Classification using deep BiLSTM approach 

Following feature selection, the classification 

phase is performed using the selected features. The 

inherent problem of mitigating exploding gradient 

issues restricts their extended duration’s 

effectiveness, when Recurrent Neural Networks 

(RNNs) display proficiency in extracting temporal 

knowledge. To overcome this drawback, a 

specialized variant of LSTM adaptation Deep 

BiLSTM is used for the classification, which is an 

extension of BiLSTM. This structure excels at 

searching for sequential spatial features within the 

local environment, capturing assisted spatial-

temporal feature patterns. The detailed LSTM 

structure is represented in Fig. 2, and its unique 

ability is emphasized to broadly classify and analyze 

NIDs based on features selected by IG. 

The Deep BiLSTM approach is derived from 

LSTM, which utilizes three gates, including the 

input gate, forget gate, and output gate. The unit of 

LSTM in represented below. The specific 

information which needs modifications from 

preceding unit identification by using the input gate 

is critical. Eq. (4) expresses the input gate. 

 

𝑖𝑡 = 𝜎(𝑌𝑖 . 𝑥𝑡 + 𝑊𝑖. ℎ𝑡−1 + 𝑏𝑖)                    (4) 

 

where input gate at time 𝑡  denotes 𝑖𝑡 , sigmoid 

function is represented as 𝜎, weight matrix signifies 

as 𝑊  and 𝑌 , input data at time 𝑡  indicates 𝑥𝑡 ,  

process of matrix multiplication is represented as “.”, 

preceding LSTM unit’s output is shown as ℎ𝑡−1, and 

bias term is denoted as 𝑏 . Next, the forget gate 

determines what information could be discarded or 

retained. The forget gate expression is represented in 

Eq. (5). 
 

 
Figure. 2 Architecture of LSTM 
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Figure. 3 Deep BiLSTM framework diagram 

 

𝑓𝑡 = 𝜎(𝑌𝑓 . 𝑥𝑡 + 𝑊𝑓 . ℎ𝑡−1 + 𝑏𝑐)                (5) 

 

Where this utilizes a sigmoid function to 

evaluate both the previously concealed state ℎ𝑡−1 , 

and the current input state 𝑥𝑡 . Calculating the 

information and forgetting old information 

significance are done by the forget gate which is 

denoted as 𝑓𝑡. 
Then, 𝑡𝑎𝑛ℎ function produces hidden state ℎ𝑡−1, 

and current input 𝑥𝑡 , for developing a new vector 

candidate value 𝑐̃𝑛, which can add to the state and is 

expressed in Eq. (6). 

 

𝑐̃𝑛 = 𝑡𝑎𝑛ℎ(𝑌𝑐 . 𝑥𝑡 + 𝑊𝑐 . ℎ𝑡−1 + 𝑏𝑐)             (6) 

 

The candidate is evaluated through the 

employment of the tangent activation function 

denoted by 𝑐𝑡 and is expressed in the below Eq. (7). 

 

𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝑐̃𝑡                         (7) 

 

Eventually, the current state is determined and 

provided in the equation, where point-to-point 

multiplication is represented by ⨀ . At last, the 

output gate determines the sigmoid layer which is 

first activated to select cell state components as 

output Eq. (8). Here, LSTM defines the cell states 

and chooses the output portion with Eq. (9). 

 

𝑔𝑡 = 𝜎(𝑌𝑔. 𝑥𝑡 + 𝑊𝑔. ℎ𝑡−1 + 𝑏𝑔)             (8) 

 

ℎ𝑡 = 𝑔𝑡⨀tanh (𝑐𝑡)                             (9) 

 

Here the output gate’s weight matrix denotes 𝑊 

and 𝑌, and the output gate’s bias denotes 𝑏 . 𝑔𝑡  is 

represented as the output gate, and 𝑡𝑎𝑛ℎ  function 

computes the final output function which is denoted 

as ℎ𝑡. The baseline LSTM approach detects current 

NIDs based on only prior data. It is apparent that if 

the data are analyzed unidirectionally, there is a 

possibility that some information will be lost. Fig. 3 

represents the two layers of LSTM, which operate in 

both forward and backward directions and consist of 

Deep BiLSTM. The output layer 𝑣𝑡  of Deep 

BiLSTM is expressed in Eq. (10).  

 

𝑣𝑡 = [ℎ𝑡
⃗⃗  ⃗ ℎ𝑡

⃖⃗ ⃗⃗ ]                                 (10) 

 

Where 𝑣𝑡  is the output of two LSTM units’ 

combination, ℎ𝑡
⃖⃗ ⃗⃗  and ℎ𝑡

⃗⃗  ⃗  denoted the forward and 

backward outputs of LSTM units. The idea behind 

the RNN is that this Deep BiLSTM approach 

introduces the data one by one sequentially to the 

neural network, adding the temporal variables as 

well, instead of sending the complete set of input 

data in a singular instance. This method passes the 

initial value into the network and receives a similar 

output if it has an array of input values. Then, this 

method passed the next input along with the 

previous output for the subsequent output. This 

Deep BiLSTM approach enhances the detection of 

intrusion behavior by evaluating network traffic 

patterns, and providing accurate classification of 

network intrusion. 
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4. Results and discussion  

This implemented method is trained using four 

datasets, namely the ToN-IoT, CIC-IDS-2017, NSL-

KDD, BoT-IoT, and UNSW_NB-15 datasets. The 

following are the system requirements for the 

proposed research: processor: intel core i7, RAM: 

16 GB, and Windows 10 (64-bit) operating system. 

The effectiveness of implemented method is 

computed in terms of recall, precision, accuracy, and 

f1-score, which are explained below. 

4.1 Evaluation parameters 

The parameters like accuracy, f-measure, recall, 

precision, and false alarm rate (FAR) are employed 

to calculate method’s performance. Parameters are 

denoted mathematically in Eqs (11), (12), (13), (14), 

AND (15). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                 (11) 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
             (12) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                             (13) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                          (14) 

 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
                             (15) 

 

where True Positive, False Negative, True 

Negative, and False Positive are represented by 𝑇𝑃, 

𝐹𝑁, 𝑇𝑁, 𝑎𝑛𝑑 𝐹𝑃. 

4.2 Quantitative and qualitative analysis 

In this section, performance of IG-Deep 

BiLSTM method in terms of precision, F1-measure, 

accuracy, and recall is analysed based on the ToN-

IoT, CIC-IDS-2017, BoT-IoT, and UNSW_NB-15 

datasets. Different tables are presented below to 

show the implemented method’s effectiveness. 

Table 1 represents performance of implemented 

feature selection method. Implemented IG method is 

compared with state-of-the-art feature selection 

methods including Chi-square, Principal component 

analysis (PCA), Variance Threshold, and recursive 

feature elimination (RFE). The implemented IG 

method achieved the highest values of 91.89% 

precision, 92.98% accuracy, 92.60% f1-measure, 

91.99% recall, and 2.2 FAR when compared with 

other feature selection methods. 

 

 
Table 1. Performance of Feature selection method 

Feature selection 

methods 

Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure (%) FAR 

Chi-square 63.12 82.23 79.82 83.76 3.8 

PCA 72.45 79.56 84.71 85.19 3.5 

Variance Threshold 69.78 86.89 71.93 78.43 3.2 

RFE 85.57 80.31 78.94 89.67 2.5 

IG 92.98 91.89 91.99 92.60 2.2 

 
Table 2. Performance of the classification models 

Classification 

methods 

Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure 

(%) 

FAR 

RNN 85.82 90.40 81.87 89.29 4.0 

GRU 79.71 82.67 90.54 83.40 3.8 

CNN 88.93 78.15 86.50 92.98 4.9 

LSTM 91.30 84.39 88.31 80.99 2.9 

Deep BiLSTM 95.35 94.76 94.98 95.87 1.9 

 
Table 3. Performance of the implemented method utilizing the ToN-IoT dataset 

Methods Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure 

(%) 

FAR 

IG-RNN 85.60 89.35 79.98 80.64 2.0 

IG-GRU 81.12 90.78 84.45 86.89 5.5 

IG-CNN 94.67 87.49 93.56 90.23 4.0 

IG-LSTM 90.82 93.71 88.93 95.91 3.2 

IG-Deep BiLSTM 99.95 99.93 99.85 99.80 2.8 
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Table 2 represents performance of classification 

models. Implemented Deep BiLSTM method is 

compared with state-of-the-art classifier models 

such as RNN, Gated Recurrent Unit (GRU), 

Convolutional Neural Network (CNN), and Long 

Short-Term Memory (LSTM). Implemented Deep 

BiLSTM method achieved the highest values of 

94.76% precision, 95.35% accuracy, 95.87% f1-

measure, 94.98% recall, and 1.9 FAR while 

compared with other classifier models. 

Table 3 denotes the performance of the 

implemented method using the ToN-IoT dataset. 

The implemented IG-Deep BiLSTM method is 

compared with state-of-the-art methods like IG-

RNN, IG-GRU, IG-CNN, and IG-LSTM. This 

implemented IG-Deep BiLSTM method attained 

better values of 99.95% accuracy, 99.58% recall, 

99.93% precision, 99.80% f1-measure, and 2.8 FAR 

when compared to other methods. 

Table 4 shows the performance of the 

implemented method using CIC-IDS-2017 dataset. 

Implemented IG-Deep BiLSTM method is 

compared with state-of-the-art methods like IG-

LSTM, IG-RNN, IG-CNN, and IG-GRU. This 

implemented IG-Deep BiLSTM method attained 

better values of 99.98% recall, 99.95% f1-measure, 

99.95% accuracy, 99.86% precision, and 3.3 FAR 

when compared to other methods 

Table 5 represents the performance of the 

implemented method using the BoT-IoT dataset. 

The implemented IG-Deep BiLSTM method is 

compared with state-of-the-art methods like IG-

GRU, IG-CNN, IG-LSTM, and IG-RNN. This 

implemented IG-Deep BiLSTM method attained 

better values of 99.90% recall, 99.91% f1-measure, 

99.50% accuracy, 99.93% precision, and 2.5 FAR 

when compared to other methods. 

Table 6 signifies the performance of the 

implemented method using the UNSW_NB-15 

dataset. The implemented IG-Deep BiLSTM method 

is compared with state-of-the-art methods like IG-

GRU, IG-CNN, IG-LSTM, and IG-RNN. This 

implemented IG-Deep BiLSTM method attained 

better values of 99.80% f1-measure, 99.93% 

accuracy, 99.85% precision, 99.90% recall, and 1.4 

FAR when compared to other methods. 

4.2.1. Comfusion matrix 

Figure 4 represents the confusion matrix 

utilizing the different datasets. The confusion matrix 

for four datasets including CIC-IDS-2017, ToN-IoT, 

BoT-IoT, and UNSW-NB15 datasets are illustrates 

in Figure 4 (a), (b), (c), and (d). 

 

 

 
Table 4. Performance of the implemented method utilizing the CIC-IDS-2017 dataset 

Methods Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure (%) FAR 

IG-RNN 87.58 80.41 90.69 87.63 5.0 

IG-GRU 92.90 84.35 85.58 90.81 3.5 

IG-CNN 89.61 95.94 92.10 83.75 3.8 

IG-LSTM 94.75 89.55 93.97 94.92 4.0 

IG-Deep BiLSTM 99.95 99.86 99.98 99.95 3.3 

 
Table 5. Performance of the implemented method utiliozing the BoT-IoT dataset 

Methods Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure (%) FAR 

IG-GRU 80.76 90.98 91.75 85.64 4.6 

IG-CNN 79.84 84.65 93.86 84.31 4.8 

IG-LSTM 95.91 92.32 93.48 92.90 3.4 

IG-Deep BiLSTM 99.50 99.93 99.90 99.91 2.5 

 
Table 6. Performance of the implemented method using the UNSW_NB-15 dataset 

Methods Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

F1-Measure (%) FAR 

IG-RNN 93.78 88.70 90.17 91.43 1.9 

IG-GRU 89.45 93.32 87.93 85.59 2.3 

IG-CNN 85.12 94.65 92.28 90.67 1,8 

IG-LSTM 92.90 89.98 89.53 94.82 1.5 

IG-Deep BiLSTM 99.93 99.85 99.90 99.80 1.4 
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(a)      (b) 

 
(c)       (d) 

Figure. 4 Confusion matrix for four datasets: (a) CIC-IDS-2017, (b) ToN-IoT, (c) BoT-IoT, and (d) UNSW-NB15 

datasets 

 
Table 7. Comparative analysis of the implemented method with existing methods using four datasets. 

Datasets Methods Accuracy (%) Precision (%) Recall (%) F1-measure (%) 

CIC-IDS-

2017 

EAFS [16] 99.92 N/A N/A 99.92 

EL [17] 99.7 N/A N/A N/A 

Bagging EL-based DNN [20] 98.74 99.77 99.96 99.86 

IG-Deep BiLSTM 99.95 99.86 99.98 99.95 

ToN-IoT DIS-IoT [18] 99.50 N/A N/A N/A 

EESNN [19] 99.89 99.87 99.42 N/A 

IG-Deep BiLSTM 99.95 99.93 99.85 99.80 

BoT-IoT Bagging EL-based DNN [20] 98.99 98.90 91.30 94.95 

GA-FR-CNN [21] 93.77 86.66 95.87 91.03 

IG-Deep BiLSTM 99.50 99.93 99.90 99.91 

UNSW_NB-

15 

EAFS [16] 98.36 N/A N/A 98.31 

IG-CS-PSO-RF [22] 98.39 98.39 98.54 98.46 

Bagging EL-based DNN [20] 96.70 98.90 98.67 98.78 

IG-Deep BiLSTM 99.93 99.85 99.90 99.80 

 

 

4.3 Comparative analysis 

The implemented model’s performance is 

evaluated using parameters like recall, accuracy, f1-

measure, and precision, as shown in this section. 

The comparative analysis of existing and 

implemented methods is compared using the 

datasets ToN-IoT, CIC-IDS-2017, BoT-IoT, and 

UNSW_NB-15, which are represented in Table 7. 

The implemented method outperformed all other 

approaches such as EAFS [16], EL [17], DIS-IoT 

[18], EESNN [19], Bagging EL-based DNN [20], 

GA-FR-CNN [21], and IG-CS-PSO-RF [22], and 
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the implemented method achieved the highest 

performance values. 

4.4 Discussion 

The existing methods limitations and the 

implemented approach’s benefits are discussed in 

this section. Some limitations of the existing 

methods are as follows: the EAFS [16] method had 

difficulties in characterizing intricately chosen 

features, this implemented EAFS approach affected 

the detection model’s transparency. The EL [17] 

approach requires enhancement of its capability to 

address infrequent traffic problems. The GA-FR-

CNN [21] method had less intrusion detection due to 

low memory requirements and temporal complexity. 

The IG-CS-PSO [22] method ignored certain 

essential features; hence, this produced overfitting. 

To overcome these issues, the IG-Deep BiLSTM 

approach is implemented in this work. This 

implemented method is trained and tested utilizing 

four datasets namely ToN-IoT, CIC-IDS-2017, 

BoT-IoT, and UNSW_NB-15. IG is utilized in the 

feature selection stage for effectively identifying the 

features that mostly provide the difference between 

malicious and normal network behavior, which 

increases the efficiency of accuracy in NIDS. The 

Deep BiLSTM technique is employed in the 

classification phase to essentially evaluate network 

traffic patterns and sequences, which can improve 

the detection of complex intrusion behaviors. At the 

same time, this technique’s bidirectional nature 

extracts rich hierarchical features, and provides a 

complete network data representation for NID’s 

accurate classification. 

5. Conclusion  

Demand for NIDS is growing as network 

intrusion continues to change. ID is a significant 

link in the IoT for the information security 

protection field, and application systems are 

contributed to intelligent devices to protect user 

information. A method named IG-Deep BiLSTM is 

implemented effectively for NIDS, and this method 

consists of four phases including datasets, pre-

processing, feature selection, and classification. At 

first, data are collected using four datasets: ToN-IoT, 

CIC-IDS-2017, BoT-IoT, and UNSW_NB-15. The 

second phase is pre-processing, where collected data 

are pre-processed using data digitization and 

encoding, and a data normalization process is used 

to clean the data, convert the actual data into a 

suitable format, and remove the data differences due 

to various dimensions. Feature selection is the third 

phase. The IG technique is used to select a feature 

that has information mostly found in a specified 

class. It is employed by simple attribute rank 

because of irrelevant features and reduced noise. 

Finally the selected features are passed through the 

classification phase. Here the Deep BiLSTM 

approach is used to overcome the inherent problem 

of mitigating exploding gradient issues. This 

structure excels at searching for sequential spatial 

features within the local environment, capturing 

assisted spatial-temporal feature patterns, and 

increasing the classification accuracy of NIDS. This 

method is used to improve the capability to 

generalize the new data and reduce the impact of 

overfitting. Compared with existing methods like 

EAFS [16], EL [17], DIS-IoT [18], EESNN [19], 

Bagging EL-based DNN [20], GA-FR-CNN [21], 

and IG-CS-PSO-RF [22], the implemented method 

achieved the highest values of accuracy 99.95%, 

99.95%, 99.50%, and 99.93% using CIC-IDS-2017, 

ToN-IoT, BoT-IoT, and UNSW_NB-15 datasets. In 

the future, the classification of class-wise 

predictions will be improved in the implemented 

technique. 

 

Notation Description 
symbol Description 

𝑥𝑛𝑜𝑟𝑚 normalization processing result 

𝑥 original feature 

𝑥𝑚𝑎𝑥 and 

𝑥𝑚𝑖𝑛. 

 

maximum and minimum values for 

feature 𝑥 

𝑃𝑖  class 𝑖’s number of samples 

𝑐 number of values in classification 

class 

𝐴 attribute 

𝑆 sample 

𝑣 attribute 𝐴’s possible value 

𝑣𝑎𝑙𝑢𝑒𝑠(𝐴) 𝐴’s possible value sets 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣) Entropy for samples that have 𝑣 

value 

|𝑆| number of samples for all data 

samples 

|𝑆𝑣| number of samples for 𝑣 value 

𝑖𝑡 input gate at time 𝑡 

𝜎 sigmoid function 

𝑊 and 𝑌 weight matrix 

𝑥𝑡 input data at time 𝑡 

. process of matrix multiplication 

ℎ𝑡−1 preceding LSTM unit’s output 

𝑏 bias term 

𝑓𝑡 forget gate 

ℎ𝑡−1 hidden state 

𝑐𝑡 tangent activation function 

⨀ point-to-point multiplication 

𝑣𝑡 output layer 

ℎ𝑡 final output function 
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𝑇𝑃 True Positive 

𝐹𝑃 False Positive 

𝑇𝑁 True Negative 

𝐹𝑁 False Negative   
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