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Abstract: Billions of people spend hours on social media platforms every day. While there are numerous known 

benefits of social media, hate speech and abusive language on social media platforms have become an increasingly 

serious social problem affecting individuals and societies’ psychological state. Detecting and preventing hate speech 

and abusive language is a crucial task for healthy and safety digital communication. To overcome this important social 

problem, we propose four various deep learning and pre-trained models: (i) Ensemble deep learning model, (ii) 

Multilingual BERT model, (iii) Arabic BERT model, and (iv) ALBERT model to detect hate speech and abusive 

language in Arabic text. To that end, we utilized the L-HSAB Arabic dataset to build our models, and we utilized the 

OSACT dataset to evaluate the generalizability of our model’s architecture. Our model tackles two classification tasks: 

a binary classification and a multiclass classification task. Our Arabic Bidirectional Encoder Representations from 

Transformers (BERT)-based model achieved the best performance on the binary classification task with an F1-score 

of 90.8%. While our Multilingual BET-based model obtained the best result on the multi-class classification task with 

an F1-score of 80.0%. Finally, the generalizability experiment of our best-performing mod-el on the binary 

classification task achieved an F1-score of 90.2% on the OSACT dataset. 

Keywords: Arabic BERT, Multilingual BERT, Hate speech. 

 

 

1. Introduction 

All manuscripts must be in English. These 

guidelines include complete descriptions of the fonts, 

spacing, and related information for producing your 

proceedings manuscripts. 

Recently, the Internet has become an integral part 

of our life, and everyone has at least one device 

connected to the Internet. With the advent of Web 3.0, 

people can have virtual interaction, personal 

communication, and a place to express their opinions. 

Social networking sites like X (formally known as 

Twitter) and Facebook facilitate sharing content and 

freely communicate ideas and views among users. 

Like any other means of communication, the online 

content can be clean and friendly or obscene and rude, 

and in some cases may contain hate speech. Hate 

speech is the use of abusive, offensive, or insulting 

language towards an individual or a group of people 

[1].  

The United Nations and Human Rights identify 

the concept of hate speech as any speech, whether 

written or verbal, that expresses hatred and 

encourages violence against a person or group based 

on something like race, religion, or gender towards 

immigrants or minorities [2]. The motivation of this 

study is driven by the wide spread of hate speech and 

its social consequences on individuals as well as 

societies [3, 4]. History has shown that the 

consequences of hate speech may be dire; it may 

create an aggressive society that incites 

discrimination and inequality, such as the 

Christchurch Mosque shootings incident which 

occurred in March of 2019, motivated by white 

supremacy and Islamophobia 
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(https://en.wikipedia.org/wiki/Christchurch mosque 

shootings). 

Hate speech detection received considerable 

attention from researchers in recent years. To the best 

of our knowledge, few studies detect hate speech and 

abusive language in the context of the Arabic 

language. Detecting hate speech in Arabic language 

is challenging as it contains a lot of morphological, 

synonymy, and dialects [5]. Thus, some words in 

certain countries may carry an ordinary meaning, 

while the same words in other countries may take the 

meaning of hate. 

This study proposes an automatic technique to 

detect hate and abusive language posted on the X 

platform (Twitter) in Arabic language using four 

various deep learning and pre-trained models: (i) 

Ensemble deep learning model, (ii) Multilingual 

BERT model, (iii) Arabic BERT model, and (iv) 

ALBERT model. Moreover, several word embedding 

techniques were utilized to extract features and fed 

them into our proposed ensemble deep learning 

model: wiki-news- 300d-1M, crawl-300d-2M, and 

cc.ar.300.vec. We evaluated the proposed models 

using two benchmark datasets: (i) Levantine Hate 

Speech and Abusive Dataset (L-HSAB) [6], the main 

dataset used to train our models, and (ii) The Open-

Source Arabic Corpora and Processing Tools 

(OSACT) [7], the secondary dataset used to examine 

the generalizability of the deep learning architecture 

of our best- performing model. We conducted two 

tasks on the primary dataset: (i) Binary classification 

task to classify tweets into abusive or normal. And 

(ii) multi-class classification task to distinguish 

normal, hate, or abusive tweets. 

The remainder of this paper is organized as 

follows: Section 2 sheds light on related work. 

Section 3 describes the methodology proposed in this 

research. Our experimental evaluation results are 

described in Section 4 and discussed in Section 5. 

Finally, the paper concludes and draw future work in 

Section 6. 

2. Related work 

Many researchers have investigated the problem 

of hate speech and abusive language detection in 

literature. However, very few of them focused on the 

Arabic language. Following, we discuss their work 

classified into three categories based on the model 

used: (1) traditional machine learning (ML) models 

presented in Section 2.1, (2) deep learning models 

presented in Section 2.2, and (3) pre-trained models 

presented in Section 2.3. 

2.1 Traditional machine learning classifiers 

Since the spread of hate speech on social media 

platforms, many researchers used traditional ML 

methods to classify text and predict hate speech. For 

instance, [8] collected the dataset from Indonesian 

Instagram comments. They collected 1,053 

comments as a training set and 34 comments were 

taken as a test set. They used Support Vector Machine 

(SVM) model to classify the comments into 

bullying/non-bullying. SVM obtained an accuracy of 

79%. [9] participated in the SemEval 2019 task 5 

subtask A for the English language and proposed a 

transfer learning technique from the Universal 

Sentences Encoder beside the machine learning 

algorithms such as SVM with RBF kernel for the 

classification. They also used the SMOTE technique 

to process imbalanced data. They achieved the first 

position in subtask A with a result of 65% on the test 

set. In addition, [10] introduced a method to build an 

Arabic dataset with no specific dialects or types of 

offensive. Their dataset is considered the largest 

Arabic offensive language until this moment, which 

includes 10,000 tweets. The dataset was collected 

from the X platform and annotated manually to four 

labels: offensive, vulgar, hate speech, or clean. For 

evaluation, they used SVM besides Mazajak 

embedding. The proposed model achieved a 79.7% 

F1-score. [11] proposed two models to tackle 

SemEval 2020 Task 12 subtask A for the Arabic 

language. The first model is an SVM model beside 

features selection models like TF-IDF on the word 

and character n-grams, the second model is the 

CHBA network. They used an external dataset called 

WideBot’s offensive dataset to handle the 

imbalanced dataset problem. Their models achieved 

an F1-score of 86.91% and 88.72% for SVM and 

CHBA models, respectively. 

While [12] introduced the first Arabic dataset for 

abusive language. The dataset was collected from the 

X platform and annotated manually into abusive or 

not abusive. They experimented with three different 

classical machine learning algorithms namely: SVM, 

Naïve Base (NB), and Decision Tree (J48), with 5 

tweets and 50 features, 5 tweets and 100 features, 10 

tweets and 50 features, 10 tweets and 100 features, 15 

tweets and 50 features, and 15 tweets and 100 

features. The result shows that the best performance 

was NB classifier with 10 tweets and 100 features 

with an F1-score of 90%. Similarity, [6] constructed 

a dataset for abusive and hate speech-language over 

Arabic text, labeled into three classes: hate, abusive, 

and normal tweets. The proposed dataset is known as 

(L-HSAB). They applied NB and SVM models with 

n-grams and TF representation.  
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Table 1. Machine learning approaches for detecting offensive, cyberbullying, abusive and hate speech language 

Ref. Dataset 

Language 

Platform Dataset size Labels Classifier F1-

score 

[13] Arabic Three datasets: 1)X 

platform, 2)YouTube, 

3)Facebook & X 

platform. 

1100 

8577 

12,000 

cyberbullying and 

non-cyberbullying 

KNN Logistic 

Regression and 

Linear SVM used for 

voting. 

71.1%, 

75.8%,  

98.3%  

[10] Arabic X platform 10,000 offensive, vulgar, 

hate speech, or 

clean 

SVM 79.7% 

[11] Arabic X platform 10,000 offensive and non-

offensive 

SVM 86.9% 

[9] English X platform train: 9,000  

validate:1,00 

test: 3,000 

Hate and not hate  SVM with RBF 

kernel 

65.0% 

[6] Arabic X platform 5,846 Binary: abusive or 

normal.  

Multi-class: hate, 

abusive, normal 

NB 74.4% 

[8] Indonesian Instagram train: 1053 

test: 34 

Bullying and non-

bullying 

SVM 79.0% 

[44] Turkish X platform and 

Instagram 

900 cyberbullying and 

no cyberbullying 

NB 84.0% 

[12] Arabic X platform 1,3,00,000 abusive and not 

abusive 

NB 90.0% 

 

 

The result using NB and SVM was an accuracy of 

74.4% and 66.8%, respectively. O¨zel, Sara¸c, 

Akdemir, and Aksu (2017) collected 900 messages 

from Instagram and the X platform in Turkish 

language. They applied different machine learning 

classifiers like SVM, Decision Tree, Naïve Bayes 

Multinomial (NBM), and K-Nearest Neighbors 

(KNN) classifiers. They proved that NBM was the 

most successful classifier with an F1-score of 84% 

when feature selection is applied. They also showed 

that all classifiers improved after feature selection 

except the decision tree classifier. [13] aimed to 

compare the performance of single and ensemble 

machine learning algorithms for detecting offensive 

language. They conducted experiments on three 

datasets, two of which were publicly available [14, 

15], while the third was created to establish a 

balanced dataset for use in offensive language 

detection. Their results indicated that the ensemble 

machine-learning methodology (voting) 

outperformed the single-learner machine-learning 

classifiers, achieving F1-scores of 71.1%, 75.8%, and 

98.3% for each of the three datasets used, 

respectively. Table 1 summarizes the research efforts 

using ML models with the focus on the Arabic 

datasets. 

Despite the use of traditional machine learning 

methods to detect offensive language and hate speech 

in the mentioned studies, several challenges were 

encountered. Firstly, the diversity and variation in the 

size and quality of the datasets posed a significant 

challenge, as seen in the study [8] which relied on a 

small dataset of Indonesian Instagram comments. 

Secondly, dealing with imbalanced data was a 

common issue, necessitating techniques like SMOTE 

as used in study [9]. Thirdly, the identification of 

different dialects and languages presented another 

challenge, particularly in studies focusing on Arabic, 

such as study [10] which aimed to build the largest 

Arabic dataset without specific dialects. Fourthly, 

performance quality varied depending on the 

classification model and feature extraction 

techniques used, as in study [11] that utilized SVM 

and CHBA models. Fifthly, the impact of feature 

selection and the balance between single-learner 

models and ensemble methods was evident, with 

ensemble methods outperforming single models in 

study [13]. These challenges highlight the need for 

improved data and techniques to achieve better 

accuracy in detecting offensive language and hate 

speech. 

2.2 Deep learning classifiers 

This section presents the research efforts that 

utilized deep learning models to detect hate speech. 

Table 2 summarizes these research efforts. For 

instance, [16] proposed a stacked model based on 

BiGRU with a capsule network.  
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Table 2. Deep learning approaches for offensive, cyberbullying, abusive and hate speech detection 

Ref 
Dataset 

Language 
Platform Dataset size Labels Classifier 

F1-

score 

[23] Algerian 

Facebook, 

YouTube 

and X 

platform.  

N/A Hate, cyberbullying, and offensive Bi-GRU 75.8% 

[24] Arabic X platform 1,1000  
none, religious, racial, sexism, or 

general hate 

CNN+LST

M 
73.0% 

[21] Arabic X platform 3,696 hate, normal 
LSTM and 

CNN 
71.68% 

[20] Arabic X platform 8,000 offensive and non-offensive 
CNN+LST

M 
69.0% 

[11] Arabic  10,000 

messages 
offensive and non-offensive 

CHBA 

Network 
88.72% 

[16] English X platform 

train: 9,000,  

valid: 1,000 

test: 3,000 

Hate or not 

FastText 

embedding 

with Bi-

GRU 

54.6% 

[17] English X platform 

train: 9,000 

valid: 1,000 

test: 3,000 

hate or not 
n-gram with 

BiLSTM 
51.0% 

[18]  English X platform 

train: 9,000 

valid: 1,000 

test: 3,000 

hate or not 

pre-trained 

emending 

(Glove 

embedding) 

with LSTM 

51.9% 

[6] English X platform 

train: 9,000 

valid: 1,000 

test: 3,000 

hate or not 

n-gram with 

feed-forward 

neural 

network 

50.0% 

[19] English X platform 

train: 9,000 

valid: 1,000 

test: 3,000 

hate or not Dense layer 42.0% 

[22] Arabic X platform 6,000 Hateful and non-hateful 
GRU-based 

RNN 
77.0% 

 

 

Whereas [17] experimented with two models: the 

first was by using the BiLSTM model with and 

without attention, depending on Glove embedding as 

feature extraction, while the second one used Logistic 

Regression with n-gram as word embedding. The 

result proved that BiLSTM without attention is the 

best result with an F1-score of 51%. 

In addition, [18] proposed a transfer learning 

model, in which they used a pre-trained Glove 

embedding as a word embedding and then fed these 

weights to the LSTM, dense layer, and finally used 

sigmoid function in the last layer for making 

classification. The proposed model achieves an F1-

macro score of 51.9% on the testing dataset. [19] used 

a single multilingual model, a dense layer, and tested 

on Spanish and English datasets. Briefly, Vista.ue 

team transformed tweets to a binary array of integer 

values, then fed them to the dense network. Task 5 of 

SemEval-2019 was used to evaluate the proposed 

approach. The proposed model achieved F1-score of 

42.0% and 59.4% on the English and Spanish datasets, 

respectively. [20] investigated and explored the 

effectiveness of traditional machine learning and 

deep learning approaches in detecting offensive 

language in Arabic tweets. The machine learning 

models include SVM, Random Forest, XGBoost, 

Extra Trees, Decision Trees, Gradient Boosting, and 

Logistic Regression. Besides TF-IDF and word 

embedding as a feature. While in deep learning they 

investigated CNN, and the RNN model, which 

includes LSTM and GRU models. They concluded 

that the combination of CNN and LSTM layers with 

pre-trained word embedding achieved the best results 

with an F1-score of 69.0%. 

Moreover, [21] introduced a dataset collected 

from the X platform on different topics in the Arabic 

language. They used a word2Vec and AraVec word 

embeddings and then fed the output of the 



Received:  April 14, 2024.     Revised: July 16, 2024.                                                                                                       557 

International Journal of Intelligent Engineering and Systems, Vol.17, No.5, 2024           DOI: 10.22266/ijies2024.1031.43 

 

embeddings as input for stacked deep learning 

networks consists of LSTM and CNN algorithms. 

The proposed model achieved an accuracy of 

66.564%. Similarly, [22] introduced the first hate 

speech dataset against religions and religious 

believes with 6,000 tweets. To annotate the dataset, 

they launched the CrowdFlower task for Arabic-

speaking Middle Eastern people and annotated it as 

either hateful or not hateful. In addition, they created 

the first Arabic religious lexicon and used GRU based 

on the Recurrent Neural Network (RNN) model for 

evaluation and achieved an F1-score of 77.0%.  

[23] proposed a new dataset in Algerian dialect 

consisting of 14,150 comments collected from 

different sources such as Facebook, YouTube, and 

the X platform. The dataset was annotated into three 

labels: Hate Speech, Cyberbullying, and Offensive. 

To evaluate the dataset, they applied different 

machine learning models, such as Random Forest, 

Naive Bayes, Linear Support Vector, Stochastic 

Gradient Descent (SGD), and Logistic Regression. 

They also used different deep learning models, 

including CNN, LSTM, GRU, Bi-LSTM, and Bi-

GRU. They conducted experiments and found that 

Bi-GRU outperformed other models with an F1-

Score of 75.8%. 

[24] collected a new dataset from the X platform 

and labeled it with five hateful classes: none, 

religious, racial, sexism, or general hate. In their work, 

they took the SVM as a baseline model against four 

deep-learning models: LSTM, CNN +LSTM, GRU, 

and CNN+GRU. The results show that CNN +LSTM 

outperforms other models with an average F1-score 

of 73.0%. 

Despite the advancements in deep learning for 

detecting hate speech, several challenges persist in 

these studies. First, the complexity and diversity of 

datasets present significant hurdles, as illustrated by 

[16, 17], who used various embedding techniques and 

architectures like BiGRU and BiLSTM, yet achieved 

moderate F1-scores of around 51%. Secondly, the 

need for extensive computational resources and the 

complexity of model architectures, such as those 

using transfer learning models and pre-trained 

embeddings like in [18], can be prohibitive. Thirdly, 

the performance inconsistency across different 

languages and contexts, as seen in [19], where the 

multilingual model performed variably on English 

and Spanish datasets, achieving F1-scores of 42.0% 

and 59.4%, respectively. Additionally, the studies 

highlight the challenge of achieving high accuracy 

and F1-scores, with models like CNN and LSTM 

combinations in [20, 21] showing results around 

66.564% to 69.0%. Lastly, specific issues such as 

annotating datasets accurately, as in [22, 23], and 

handling different types of hate speech categories, as 

explored by [24], further complicate the model 

development and evaluation process. These 

challenges underscore the need for continued 

refinement of data, models, and techniques to 

improve the detection of offensive language and hate 

speech effectively. 

2.3 Pre-trained models 

Recently, pre-trained models have played an 

important role in Natural Language Processing 

(NLP) tasks and mainly in detecting hate speech and 

achieved good results comparing to the machine 

learning and deep learning classifiers. For in-stance, 

[25] proposed a new pre-trained transformer 

language model for ArabicBERT model. Their model 

consists of BERT base and CNN model. The output 

of embeddings from the last 4 hidden layers in the 

BERT model is fed as input into several CNN filters 

and convolution layers. They evaluated their model 

on Task 12 of SemEval-2020 dataset which included 

various languages including Arabic, Turkish, and 

Greek languages. The BERT-CNN model proves its 

overall performance with an F1-score of 89%, 84%, 

and 81% for Arabic, Greek, and Turkish, respectively. 

While [26] investigated the effect of fine-tuning 

strategies on the performance of the transfer learning 

approach based on the BERT base model. They 

evaluated their approach into two different datasets 

from [27, 28]. Their result proved that the 

BERT+CNN model outperforms other experiments 

included (BERT+LSTM, BERT+Nonlinear Layer) 

with F1-score of 88.0% and 92.0%, respectively for 

the two datasets. 

[29] proposed a transfer learning model 

consisting of CNN and n-gram (CNN-gram) with the 

BERT model. They evaluated their model on their 

dataset which was collected from the X platform in a 

Roman language called Roman Urdu Hate-Speech 

and Offensive Language Detection (RUHSOLD). 

The result showed that their model achieved an F1-

score of 90.0%. 

[30] investigated the effect of transfer learning 

from pre-trained models and evaluated it on different 

Arabic datasets. They used four datasets, one of them 

was the L-HSAB dataset. However, their study is 

limited to only binary classifications (offensive or not 

offensive), so they converted the abusive and hate 

classes in L-HSAB dataset to offensive languages 

class. They conducted experiments with 2 models for 

monolingual Arabic (AraBERT Arabic- base-BERT), 

and 2 models for multilingual (BERT, XLM-

RoBERTa) on all datasets. Their best-performing 
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model achieved an F1-score of 87.0 using the L-

HSAB dataset. 

[31] proposed an approach that combines static 

word embeddings with BERT-based language 

models. They evaluated their approach using multiple 

Arabic and English datasets. The L-HSAB dataset 

was one of the Arabic datasets used. The best 

proposed model applied on the L-HSAB dataset 

achieved an F1-score of 72.1% which was a 

combination of CNN + AraBERT with AraVec-

Twitter embedding. They proved that combining 

word embedding with the BERT language model 

outperforms the BERT model alone. 

[32] used [33] dataset, which is a dataset written 

in the standard Arabic language and with three 

different Arabic dialects: Gulf, Egyptian, and Iraqi, 

In addition, they translated this dataset from Arabic 

to English for comparative purposes. For evaluation, 

they used different BERT-based models and 

concluded that the classical BERT model on the 

English language achieved the best result with an F1-

score of 98%, while AraBERT achieved an F1-score 

of 95% on the Arabic language. 

Despite the promising results achieved by pre-

trained models in detecting hate speech, several 

challenges persist in these studies. Firstly, the 

complexity and resource intensity of fine-tuning 

large pre-trained models like BERT and its variants 

require significant computational power, as 

highlighted by studies [25, 26]. Secondly, the 

performance of these models can vary across 

different languages and dialects, as seen in the 

varying F1-scores for Arabic, Greek, and Turkish in 

[25], and the different Arabic dialects in [32]. Thirdly, 

there are limitations in handling multi-class 

classifications effectively, as some studies like [30] 

had to simplify datasets to binary classifications, 

potentially losing nuanced distinctions between types 

of offensive language. Additionally, integrating static 

word embeddings with BERT-based models, as 

explored by [31], can be complex and requires careful 

optimization to outperform standalone BERT models. 

Lastly, translating datasets for comparative purposes, 

as done in [32], can introduce translation biases and 

affect the model’s performance. These challenges 

emphasize the need for continuous refinement and 

optimization of pre-trained models and their fine-

tuning strategies to enhance their effectiveness in 

detecting hate speech across diverse contexts. 

While numerous research efforts focus on 

detecting hate speech in the Arabic language, there is 

currently    no    efficient    model    that    demonstrates  

 

 
Table 3. Pre-trained models for offensive, cyberbullying, abusive and hate speech detection 

Ref 

Datase

t 

Langu

age 

Platform Dataset size Labels Classifier 
F1-

score 

[32] 

Arabic 

and 

English 

YouTube 
15,050 YouTube 

comments 
Offensive or inoffensive 

BERT based 

models  

Arabic: 

95.0% 

English: 

98.0% 

[30] Arabic X platform 

Four datasets. 

(1) 31,692 (2) 15,050 (3) 

5,846 (4) 10,000 

offensive and non-offensive AraBERT 

74.0% 

87.0% 

87.0%  

91.0% 

[25]  

Arabic, 

Greek, 

and 

Turkish 

X platform 

10,000 tweets for Arabic, 

10,288 for Greek and 

35,284 tweets for Turkish 

Offensive and non-offensive 
BERT-CNN 

model 

89.0%, 

84.0% 

and 

81.0% 

[29] 
Roman 

Urdu 
X platform 10,000 

Binary: Offensive and 

Normal Multi-class: 

Abusive/Offensive, Sexism, 

Religious Hate, and Profane 

BERT+CNN

-gram 
90.0% 

[31] 

 

Arabic 

and 

English 

X platform 

Arabic datasets: (1) 1,800 

(2) 10,126 (3) 5,846 (4) 

4,000, English datasets (1) 

4,618 (2) 14,100 (3) 564 

(4) 13,000 

_ 

static word 

embedding 

with 

(AraBERT + 

CNN) 

72.1% 

[26] English X platform 

Two datasets: (1) 16,000 

tweets and  (2) 6,900 

tweets 

1- racism, sexism, or neither. 

2- racism, sexism, neither, 

and both 

BERT+CNN 

88.0% 

and 

92.0% 
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generalizability and consistently yields effective 

results across diverse Arabic datasets. Hence, the 

main contribution of this study is to introduce four 

state-of-the-art models for detecting hate speech in 

Arabic language. These models undergo training and 

evaluation using (L-HSAB), a benchmark of Arabic 

dataset designed for hate speech analysis. The 

research focuses on two classification tasks: a binary 

classification task, which distinguishes between 

normal or abusive Arabic text, and a multi-class 

classification task, which classifies Arabic text into 

one of three categories: normal, hate, or abusive. 

Moreover, the best-performing model in the binary 

classification task underwent evaluation using 

another Arabic dataset, the OSACT dataset, to assess 

the generalizability of our model’s architecture. 

3. Methodology 

Fig. 1 depicts a high overview of our 

methodology. It describes the pipeline followed to 

build our models, starting from data pre-processing, 

feature extraction, then building the models. Finally, 

we have evaluated the performance of our models. 

This section describes the datasets used to train our 

models, the L-HSAB dataset, and the dataset used to 

measure the generalizability of our model, the 

OSACT dataset. Then, we describe the pre-

processing techniques used to prepare the Arabic 

dataset. After that, we describe the feature extraction 

utilized on the dataset. Then, we describe the various 

proposed deep learning models. Finally, we discuss 

the performance metrics used to measure our models. 

3.1 Dataset description 

Two datasets have been utilized in this study. L-

HSAB corpus, the main dataset for building the 

proposed models, as well as the OSACT corpus, 

which is used as a secondary dataset to examine the 

generalizability of our best achieved model. 

3.1.1. L-HSAB dataset 

L-HSAB is the first benchmark for Arabic 

Levantine Hate Speech and Abusive Language 

dataset introduced by [6], collected from the X 

platform via Twitter API and manually annotated by 

Levantine native speakers. L-HSAB is publicly 

available on GitHub (https://github.com/Hala-

Mulki/L-HSAB-First-Arabic-Levantine-

HateSpeech-Dataset) and presented as tabular data. It 

contains 5,846 tweets written in the Arabic Levantine 

dialect, the Arabic dialect widely spoken in Syrian 

and Lebanese. The dataset is labeled into three 

classes: hate, abusive, and normal. As shown in Table 

4, the dataset is imbalanced as the number of normal 

instances is 3,650, abusive 1,728 instances, and hate 

468 instances. 

In this research, we designed models for two 

classification tasks: multi-class classification task, 

Task 1, and binary classification task, Task 2. 

3.1.1.1. Task 1 (Multi-class classification) 

Task 1 of this study is related to classifying 

Arabic tweets into one of three classes: Normal, 

Abusive, or Hate. We followed the baseline to split 

the dataset into train and test sets with a ratio of 80% 

for training data and 20% for testing data for each 

class. Based on that, the training data consists of 

4,205 tweets and the testing data contains 1,641 

tweets. Table 4 shows the classes and the number of 

tweets in each class for Task 1. 

3.1.1.2. Task 2 (Binary classification) 

Task 2 intends to classify Arabic tweets as 

Abusive or Normal. To make the data fits this task, 

we merged the Hate instances with the Abusive one 

as recommended by [6]. We used 80% of the data for 

training while the rest was used for testing. Table 5 

shows the structure of the dataset for Task 2. 

 
Table 4. Task 1 Dataset Structure 

Class Train Test Overall 

Normal 2,626 1,024 3,650 

Abusive 1,244 484 1,728 

Hate 335 133 468 

Overall 4,205 1,641 5,846 
 

Table 5. Task 2 Dataset Structure 

Class Train Test Overall 

Normal 2,626 1,024 3,650 

Abusive 1,579 617 2,197 

Overall 4,205 1,641 5,846 
 

 

 
Figure. 1 High overview of our methodology for building hate and abusive language detection models for Arabic text 
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Table 6. OSACT Dataset Structure 

Class Train Dev. Test Overall 

OFF (not 

offensive) 
1,410 179 402 1,991 

NOT OFF 

(offensive) 
5,590 821 1,598 8,009 

Overall 7,000 1,000 2,000 10,000 

3.1.2. OSACT dataset 

The Open-Source Arabic Corpora and Processing 

Tools (OSACT) [7] is a publicly available corpus of 

Arabic tweets, and previously used in many 

competitions to detect offensive speech in the realm 

of Arabic text in social media. It contains 10,000 

tweets, manually annotated for offensiveness as OFF, 

not offensive, or NOT OFF, offensive. The OSACT 

corpus used in this study to check if we can generalize 

our best-achieved models and pre-processing 

pipeline on unseen dataset. Table 6 illustrates the 

distribution of data in each file. 

3.2 Data pre-processing 

To prepare the dataset to train and evaluate our 

models, we have performed the following data pre-

processing steps based on the characteristics of the 

Arabic language since the L-HSAB dataset is written 

in Arabic slang format: 
• Remove Arabic stopping words. 
• Remove URLs, special characters, 

punctuation marks, and numbers. 
• Apply normalization: remove repeated 

characters and diacritics marks include 

(Fathah, Tanwin Fatha, Damma, 

Tanwin Damma, Kasra, and Tatwil) for 

example: 

         The word: لااااا (nooooo) normalized into: لاا 

(no) 

         The word: الحياة (a common misspelling of 

the Arabic word life) normalized into: الحياها 

(the correct spelling of the Arabic word life) 

         The word:  عفوا ا (a common misspelling of 

the Arabic word welcome) normalized into: 

 (the correct Arabic word of welcome) عفوا

As well as the normalization of Arabic short and long 

vowel characters such as changing the letter ي to 

آ,اإ,اؤا,ائ and ,ى  to ا. 

Moreover, we applied data augmentation using 

random oversampling technique: datasets in real 

world may suffer from a bias in their classes, which 

 
1  https://dl.fbaipublicfiles.com/fasttext/vectors-english/wiki-

news-300d-1M.vec.zip 

may affect the performance of the model. Data 

augmentation helps in reducing the overfitting and 

increasing the samples in training datasets with low 

costs; instead of collecting and labeling new samples, 

data augmentation improves the performance of the 

model and reduces its overfitting and enhances its 

model’s generalizability [34]. It is worth mentioning 

that we used oversampling technique only on the 

binary classification task since our internal 

experiments, not reported in this research, showed no 

gain in the F1-score in the multi-class classification 

problem after oversampling. 

3.3 Feature extraction 

Word embedding is a widely used technique in 

many Natural Language Processing (NLP) tasks to 

extract features from text. We have used word 

embedding techniques for representing texts in a 

numeric form [35, 36]. It represents a word in an n-

dimensional vector space where n is the number of 

dimensions. Compared to encoding a word as a 

unique integer, word embedding allows more 

information to be encoded into each word. Also, it 

assists in understanding the contextual, syntactic, and 

semantic information of each word and the implicit 

relationships between adjacent words. In this 

research, we used three different pre-trained word to 

vector techniques for Arabic language trained using 

the fastText algorithm. fastText algorithm computes 

embedding for character n-grams instead of word n-

grams. This technique allows the model to capture 

words with similar meanings but different 

morphological word structures. 

Our first proposed model is an ensemble deep 

learning model combined with three different word 

embedding techniques: wiki-news-300d 1 , 

cc.ar.300.vec2  and crawl-300d-2M.vec3 . The wiki-

news-300d-1M embedding contains one million 

word vectors trained on Wikipedia in 2017, UMBC 

web-based corpus, and statm.org news dataset, 

totaling 16 billion tokens [37]. The cc.ar.300.vec is 

trained on Common Crawl and Wikipedia, this model 

was trained using Continuous Bag of Words 

(CBOW) model with position-weights in dimension 

of 300 with character n-grams of length 5 and a 

window of size 5 and 10 negatives [38]. Finally, the 

crawl-300d- 2M.vec embedding contains 2 million 

word vectors trained on Common Crawl with 600 

billions of tokens [37]. These embeddings encode the 

2 https://dl.fbaipublicfiles.com/fasttext/vectors-

crawl/cc.ar.300.vec.gz 
3  https://dl.fbaipublicfiles.com/fasttext/vectors-english/crawl-

300d-2M.vec.zip 
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terms as 300-dimensional vectors and trained using 

fastText algorithm. 

3.4 Proposed models 

In this study, we build four distinct models to 

detect hate speech and abusive language: (1) an 

ensemble deep learning model, (2) Arabic-BERT 

model, (3) Multilingual BERT model, and (4) 

ALBERT model. Each of these models is discussed 

in detail in the following subsequent sections. 

3.4.1. Ensemble deep learning model 

This model consists of a CNN model 

concatenated with the Bi-LSTM model and a fully 

connected neural network to build an ensemble 

model to handle the hate and abusive detection 

problem. Next, we will discuss the framework 

regarding the proposed CNN-BiLSTM model. 

After the pre-processing steps, the tokenization 

process was performed to tokenize the tweets before 

feeding them to our ensemble model. 

 

 
Figure. 2 The Architecture of our Proposed Model (ensemble DL model). The Arabic example in the given tweet means

in English “giving birth to girls bring shame” 
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It was done on spaces and encoded as word-

unique integers. A maximum sequence length of size 

50 tokens (words) was included in the input to the DL 

model since the length of the maximum sequences 

(Tweets) in the dataset is 50 words. If a tweet has less 

than 50 tokens, it will be padded with 0’s at the end 

of the tweet until the tweet contains 50 tokens. 

In this model, three-word pre-trained embedding 

were used (wiki-news- 300d-1M, crawl-300d-2M 

and cc.ar.300.vec.). Each pre-trained embedding 

vector had a dimension of 300. Each pre-trained 

embedding has been fed into three different DL 

models. Fig. 2 illustrates the detailed architecture of 

our proposed ensemble model. 

Next, the input tweet goes through 9 pre-trained 

word embedding layers, and each one of them goes 

to 3 different DL models. For example, the input 

tweet goes to the first embedding layer (wiki-news 

matrices) with 300-dimensions, then it is fed into 

three DL models; the first DL model is a fully 

connected layers consisting of time-distributed with 

dense layer of 256 units and relu as activation 

function and followed by lambda layer with output 

shape of 256. The second DL model starts with a new 

embedding layer which fed into the conv1d layer with 

filters equals to 128, filter length of 5, and relu 

activation function, followed by dropout layer with a 

dropout probability of 20% to minimize overfitting. 

Then another conv1d with the same parameters of the 

previous conv1d layer, followed by a 1-dimensional 

max-pooling layer, then dropout layer with a dropout 

probability of 20%, dense of 256 and Batch-

Normalization layer. The third DL model works as 

follows; a new embedding layer goes through the 

Bidirectional LSTM model with a dropout 

probability of 20%. The same goes for the remaining 

two pre-trained word embedding layers (crawl-300d-

2M and cc.ar.300.vec.). 

Then, these three pre-trained words embeddings 

concatenated with three DL models as shown in Fig. 

2 using concatenation layer. The idea behind using 

multiple embedding matrices was that more 

information would be given to the model for every 

word and capture the syntactic and semantic relations 

among huge words represented in the vector space. 

Finally, the concatenation layer is fed into the 

Batch Normalization layer followed by the Dense 

layer of 256 units with L2 Regularization (0.001), 

followed by PReLU Layer, Dropout (0.2), and Batch 

Normalization layer repeated for five times, then to a 

Dense layer with 256 units. Then to a final dense 

layer using (the Softmax activation function with 

number of classes for each task) with loss functions: 

binary cross-entropy for binary task and categorical 

cross entropy for the multi-class classification task 

with the adamax optimizer. 

Fig. 2 illustrates the architecture of our ensemble 

DL model (CNN- BiLSTM). The Batch 

normalization [39], dropout [40], and L2 

regularization were applied to avoid one of the most 

known problems in deep learning models which 

involves predicting new instances based on the 

patterns presented to them, using instances of patterns 

observed and learned during the training process. 

3.4.2. Pre-trained models 

Given the success of the deep learning 

transformers in the NLP tasks, we fine-tuned various 

deep learning transformers. We fine-tuned various 

BERT-based transformer models for detecting hate 

and abusive language in Arabic text. The models are 

Arabic-BERT, Multilingual BERT, and ALBERT 

models. 

3.4.2.1. Arabic-BERT model 

We utilized the BERT model released by Google. 

As proposed in [25], the Arabic-BERT is a pre-

trained BERT language model for the Arabic 

language. Arabic-BERT was released in four 

different sizes: Large, Base, Medium, and Mini. The 

difference between them is in the number of hidden 

layers, attention heads, hidden size, and the hyper 

parameters. In this study, we fine-tuned the 

asafaya/bert-large-arabic BERT model obtained from 

the Huggingface (https://huggingface.co). The 

BERT-large-Arabic model is one of the Arabic 

BERT models which is trained on nearly 95 GB of 

Arabic text from Open Super-large Crawled and 

Wikipedia sources. The training data includes 

dialectical words not restricted to Modern Standard 

Arabic, which is the closest to the dialect of the 

Arabic language used in the X platform. The 

proposed model architecture is shown in Fig. 3. 

3.4.2.2. Multilingual-BERT model 

As proposed in [41], the Multilingual BERT 

model has been pre-trained on the top 104 languages 

from the Wikipedia dataset. There are two versions 

of the Multilingual-BERT, an old version and a new 

version. In this study, we used the new version which 

was downloaded from the TensorFlow hub. The main 

differences between the old and the new version of 

the multilingual-BERT models are that the new 

version supports 104 languages rather than 102 

languages as in the old version. Moreover, the new 

version fixes normalization issues in many languages. 

Therefore, it is highly recommended to use the new 
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Figure. 3 The architecture of our proposed models which use pre-trained transformers, the Arabic-BERT and the 

Multilingual-BERT models. The example given in this figure means in English “Corruption should be flighted” 

 

 

version for non-Latin alphabets languages like 

Arabic. Fig. 3 shows the architecture of the 

multilingual-BERT model. The hyper-parameters of 

the model have been optimized during the training 

phase with batch size of 32, learning rate of 2e-5, and 

15 epochs. 

3.4.2.3. ALBERT model 

[42] proposed a lite version of the BERT model 

called the ALBERT model for supervised learning of 

language representation. ALBERT model is more lite 

in terms of the number of parameters and faster in 

terms of data throughput. The fine-tuned ALBERT 

model retrieved from Huggingface which has many 

versions. We used the kuisailab/ALBERT- base-

Arabic for hate and abusive detection in Arabic 

tweets. 

Table 7 compares between the pre-trained models 

used in terms of vocabulary size, embedding size, and 

numbers of parameters. 

 
Table 7. Comparison of the utilized pre-trained models 

 Arabic-

BERT 

Multilingual-

BERT 
ALBERT 

Vocabulary 

size 
3.4B 119K 32K 

Embedding 

size 
1024 768 128 

No. of 

parameters 
334M 110M 12M 

3.5 Performance metrics 

To evaluate our four proposed models, we 

followed two approaches: (1) performance evaluation 

of the proposed models using various evaluation 

metrics and (2) measuring the generalizability of the 

best performing model using the secondary dataset 

without training or modifying the hyper-parameters. 

The performance of the proposed classifiers was 

evaluated by utilizing different evaluation metrics 

such as accuracy, precision, recall, and F1 score. 

Accuracy is the ratio of correctly classified instances 

over all the correct and the incorrect number of 

classified instances, calculated by Eq. (1): 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
              (1) 

 

Where TP is the true positive, TN is the true 

negative, FP is the false positive, and FN is the false 

negative.  

Precision is the ratio of the texts that correctly 

identified from the positive class over the number of 

all non- positively classified texts, calculated by Eq. 

(2): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝐹𝑃+𝑇𝑃
                     (2) 

 

While the Recall indicates how much the learning 

algorithm can identify the positively classified texts, 

calculated by Eq. (3):  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝐹𝑁+𝑇𝑃
                    (3) 
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Table 8. The fine-tuned hyper-parameters for both tasks 

(a) The fine-tuned hyperparameters for the 
multilingual BERT model for the multi-class 

classification task 

 (b) The fine-tuned hyperparameters for the Arabic 
BERT model for the binary classification task 

Hyperparameter Value  Hyperparameter Value 

 # of epochs 15  # of epochs 4 

Batch size 32  Batch size 8 

Patience 2  Patience 2 

Learning Rates 2e-5  Learning Rates 4e-6 

Optimizer Adam  Optimizer Adam 

Max_Seq_Length 128  auto_weights True 

 

 

F1 score or the F score is the weighted mean of 

precision and recall. It denotes the classifier ability in 

balancing between the precision and recall 

particularly in highly imbalanced dataset calculated 

as seen in Eq. (4): 

 

𝐹1 =
2·𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛·𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
               (4) 

 

4. Experiments and results 

The experiments in this research have conducted 

in two phases: 
• Phase 1: experiments for building and 

evaluating the proposed models using the L-

HSAB dataset. 

• Phase 2: experiments for measuring the 

generalizability of the best-performing model 

using the secondary dataset, the OSACT dataset. 

4.1 Experimental setup 

We followed these setups in all our experiments. 

First, all our experiments have been conducted on a 

Google Collaboratory (colab) with 12GB of RAM 

and Hardware accelerator GPU. Second, we split the 

dataset into 80% training and 20% testing for each 

class. Third, fine-tuning the pre-trained language 

models on L-HSAB dataset. Tables 8a and 8b show 

the hyperparameters after tuning for the best-

proposed models, the Multilingual BERT and Arabic 

BERT models for the multi-class classification task 

and the binary classification task, respectively. The 

experiments developed using the transformer library 

in Python named simple transformers, and the Python 

library Scikit-Learn for calculating the evaluation 

metrics. 

Table 9. L-HSAB training data distribution before and 

after the oversampling 

Class 

name 

Before 

oversampling 

After 

oversampling 

Abusive 1,579 2,626 

Normal 2,626 2,626 

 

 

Finally, we applied data augmentation using 

random oversampling technique only on the binary 

classification task. Table 9 shows the distribution of 

the training set before and after oversampling on the 

binary dataset. 

4.2 Building and evaluating the models using the 

L-HSAB dataset 

The following two sections illustrate the process 

of building our proposed models and evaluating their 

performance using the L-HSAB dataset for both tasks, 

the binary classification, and the multi-class 

classification tasks. Then, comparing the results with 

the baseline model and other related works in the 

literature. 

4.2.1. Task 1: Multi-class classification 

We proposed our ensemble DL model, and the 

fine-tuned pre-trained language models to classify 

instances in L-HSAB dataset into Hate, Abusive, or 

Normal. Then we evaluated the models using the F1-

score, precision, recall, and accuracy. Table 10 

illustrates the evaluation results of our proposed 

models for the multi-class classification task. The 

results show that the multilingual BERT model 

achieves high results compared to the other proposed 

models and the baseline model which used the Naive 

Bayes classifier.  
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Table 10. Performance evaluation for our proposed 

models for multi-class classification task compared with 

the baseline model 

Classifier 

F1-

scor

e 

(%) 

Precisi

on (%) 

Reca

ll 

(%) 

Accura

cy (%) 

Multiling

ual 

BERT 

80 81 79 81 

Ensemble 

DL model 
78 80 77 80 

ALBERT 74.8 76 74 82 

Arabic 

BERT 
74.7 75 74.5 83.67 

[6]         

(Baseline 

and NB) 
74.4 86.3 70.8 88.4 

 
Table 11. Comparison of the best proposed model for the 

multi-class classification task with the other related 

models in literature 

Classifier 

F1-

scor

e 

(%) 

Precisio

n (%) 

Reca

ll 

(%) 

Accur

acy 

(%) 

Our best 

model 

(Multilin

gual 

BERT) 

80 81 79 81 

[6] 74.4 86.3 70.8 88.4 

[31] 72.1 - - - 

 

 
Figure. 4 Task 1 The F1-score of our four models 

compared with the baseline 

 

 

Multilingual BERT model obtained 80.0% as F1-

score, while the baseline model achieved 74.4%, as 

shown in Fig. 4. 

Furthermore, Table 11 compares the results 

obtained from the best achieved model for Task 1 

with compared with other research efforts presented 

in the literature. The table shows that our model 

unfolds a magnificent 5.6% improvement in F1-score 

compared to the other related work [6], and 7.9% 

over [31]. 

4.2.2. Task 2: Binary classification 

In this experiment, we use our proposed models 

to classify tweets in L-HSAB dataset into Abusive or 

Normal. Table 12 illustrates the evaluation results of 

our proposed models for the binary classification task. 

The results show that our Arabic BERT model with 

oversampling achieves better than the other proposed 

models and the baseline model. The Arabic BERT 

model obtained 90.8%, 91.8%, 89.8%, and 92.7% as 

F1-score, precision, recall, and accuracy, respectively, 

while the baseline model achieved 89.9%, 90.5%, 

89.0%, and 90.3% as F1-score, precision, recall, and 

accuracy, respectively. Fig. 5 compares the results of 

our proposed models and the baseline model. 

 

 
Table 12. Performance evaluation of our proposed models 

for the binary classification task compared with the 

baseline model 

Classifier 

F1-

scor

e 

(%) 

Precisi

on (%) 

Reca

ll 

(%) 

Accura

cy (%) 

Arabic 

BERT 
90.8 91.8 89.8 90.8 

ALBERT 82 82.8 82.48 84 

Ensemble 

DL model 
79 81 80 80 

Multiling

ual BERT 
78 80.3 77.9 84.5 

[6] 

(Baseline-

Naive 

Bayes) 

89.9 90.5 89 90.3 

 

 
Figure. 5 Task 2 comparison results 
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Table 13. The performance of our proposed model 

compared with the other related works for the binary 

classification task 

Classifier 

F1-

score 

(%) 

Precision 

(%) 

Recall 

(%) 

Accuracy 

(%) 

Our best 

model 

(Arabic 

BERT) 

90.8 91.8 89.8 90.3 

[6] 89.9 90.5 89 90.3 

[30] 87 87 87 88 

 

 

Furthermore, Table 13 compares the results 

obtained from the best achieved model for Task 2 

with the other related works presented in the literature. 

The table shows that our model obtains better results 

than the best performing models in the literature. F1-

score boosted by 0.9% compared with the work of [6], 

and 3.8% compared with [30]. 

4.3 Generalizability experiment 

Since the whole idea of building a ML model is 

to be used on unseen instances, we have conducted 

another experiment to measure the generalizability of 

our best-performed binary model, the Arabic BERT, 

on a different corpus. Table 14 shows the evaluation 

result of our model on the secondary dataset, the 

OSACT dataset. The results show that the Arabic 

BERT model achieves outstanding performance with 

90.2%, 90.9%, 89.5%, and 93.8% for F1-score, 

precision, recall, and accuracy, respectively. Our 

results are close to the results of the best approach for 

Subtask A in the OSACT shared task competition, 

which was submitted by [43], and achieved 90.5% 

F1-score. 

 

 
Table 14. The performance of our best-performing binary 

model on the OSACT dataset 

Classifier 

F1-

score 

(%) 

Precision 

(%) 

Recall 

(%) 

Accuracy 

(%) 

Our 

binary 

model 

(Arabic 

BERT) 

90.2 90.9 89.5 93.8 

1st place 

on 

OSACT 

task 

90.5 90.1 90.8 93.8 

These experimental results proof the 

generalizability of our best-performing binary model, 

the Arabic BERT model, although our model is not 

trained on that dataset. 

5. Discussion 

As shown in Section 4, the Multilingual BERT 

was the best model for the multi-class classification 

task, and the Arabic BERT model achieved the 

highest score in the binary classification task. Both 

models outperformed the baseline model which 

evaluated on the L-HSAB dataset with an 

enhancement of 5.6% on the first task and 11.8% on 

the second task, as shown in Figs. 4 and 5. 

The distinction results of both pre-trained models, 

the Multilingual BERT, and the Arabic BERT, is 

credited to three main factors: (1) essence of pre-

trained data, (2) vocabulary size of the pre-trained 

data, and (3) the dimensionality of our word 

embedding techniques. 

The essence of pre-trained data is an important 

reason for boosting the performance of our models. 

The Arabic BERT model was pre-trained on 

dialectical words, the common dialect on the X 

platform, and not restricted to Modern Standard 

Arabic (MSA). While the Multilingual BERT was 

pre-trained on the top 104 languages including the 

huge Wikipedia dataset, and the fact that it is highly 

recommended for languages with non-Latin 

alphabets like the Arabic language. 

However, the vocabulary size of the pre-trained 

data has a superb impact on the model performance, 

in which the larger the data size, the more diversity 

of pre-training distribution. For instance, the Arabic 

BERT model has a vocabulary size of 3.4 billion 

words, and the Multilingual BERT trained on a 

vocabulary size of 119,547 words, whereas the 

vocabulary size of the ALBERT model is only 32,000 

words. 

Furthermore, the dimensionality of the word 

embedding affects the model performance in which 

larger dimension captures more syntactic and 

semantic relations among huge words that are 

represented in the vector space (recall Table 7). 

Tables 11 and 13 show that our proposed models 

outperformed all the previous works for both tasks 

with an enhancement of 0.9% and 5.6% over the best 

performing models, i.e. the model proposed by [6]. 

Although [30] used a pre-trained language model 

(AraBERT), the reason for the variance in results is 

because they did not apply pre-processing to the text 

in addition to differences in fine-tuning the hyper-

parameters such as learning rate, batch size, and 

number of epochs. 
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Deep learning models are typically implemented 

around a specific dataset whereas the pre-processing 

pipeline and the fine-tuned hyper-parameters are 

chosen after careful analysis of the dataset. 

Consequently, there is no guarantee that the same 

pipeline will perform satisfactorily over another 

dataset. This could be tested by taking the entire deep 

learning model that has been implemented on one 

dataset and then running the same pipeline and the 

same benchmarks on a second dataset. To that end, 

we have tested our best- performing model on a 

secondary dataset, the OSACT dataset, and ran the 

same pipeline to see how well the model generalizes 

on a secondary dataset. OSACT dataset is binary data 

that aims to classify the tweets into offensive or non-

offensive. The results were impressive, in which the 

Arabic BERT model with the best results on binary 

task for the L-HSAB dataset achieved also superior 

results on the OSACT dataset as summarized in Table 

14. 

6. Conclusion and future work 

Hate speech and abusive language detection is a 

challenging task, especially for the Arabic language. 

In this study, we proposed four deep learning models: 

(1) ensemble model of different neural networks, 

which are a combination of fully connected layers, a 

convolution neural network (CNN), and bidirectional 

long short-term memory (Bi LSTM) with three 

different word embedding: wiki-news-300d-1M, 

crawl-300d-2M, and cc.ar.300.vec, (2) multilingual 

BERT language model, (3) the Arabic-BERT 

language model, and (4) the ALBERT model that is 

retrieved from a simple transformer library. The 

proposed models are trained and evaluated on the L-

HSAB dataset. Two classification tasks were targeted 

in this study: binary classification task, which aims to 

classify tweets into normal or abusive, and multi-

class classification task that categorizes tweets into 

one of three classes: normal, hate, or abusive. 

The results showed that fine-tuning the 

multilingual and Arabic BERT- based language 

models outperformed the other models and achieved 

better performance with F1-score of 80.0% and 

90.8% on task 1 and task 2, respectively. Moreover, 

the best model on the binary task has been evaluated 

on a secondary dataset, the OSACT dataset, to 

evaluate its generalizability. The results were 

outstanding where the Arabic BERT model achieved 

an F1-score macro average of 90.2%. Our study 

showed that pre-trained language models are more 

effective in predicting hate speech in the Arabic 

context than pre-trained word embedding. 

As a future work, we plan to expand the study to 

include classifying the type of hate, like hate based 

on race, color, national origin, disability, religion, or 

orientation. Moreover, we are planning to use Large 

Language Models LLMs in the future to evaluate 

their performance in detecting hate speech. 

Moreover, diacritics in Arabic are challenging, 

and some Arabic words may show hate in some 

contexts while sounding normal in other contexts 

because of changing their diacritics, such a 

consequence may cause ambiguity in sentiment 

analysis workbooks. For instance, the word (نور ) has 

two meanings depending on its diacritics: (نَوَرا) is a 

racial slur used to derogate someone’s heritage or 

origin, and it means (gypsies) in English. Whereas 

 means (light) in English. This example (نوْر)

illustrates the complexity of the classification of 

Arabic hate speech, and there is no built-in library, or 

pre-trained data to support the diacritics issues. We 

also plan to overcome such problems in the Arabic 

language in the future. 
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