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Abstract: Aspect-based sentiment analysis (ABSA) has become an essential field in Natural Language Processing 

(NLP) in recent years. ABSA not only categorizes sentiment as positive, negative, or neutral but also understands the 

specific aspects or topics discussed in the text review. This study focuses on two important elements of ABSA: Aspect 

Term Extraction (ATE) and Aspect Sentiment Classification (ASC). This study uses a combination of Sentence 

Embedding (SBERT) techniques, Part-of-Speech tagging, cosine-similarity calculation to assess words with their 

respective aspect labels, and the sparse attention mechanism (BIGBIRD) method, which has been proven to increase 

accuracy effectively and is effective in terms of time and memory usage. By applying this method to two hotel review 

datasets, Traveloka Review and Semeval 2016 dataset, it is proven to work well on two ABSA tasks, namely ATE and 

ASC. The results of the ATE test obtained an accuracy of 0.99, and the ASC test obtained an accuracy of 0.89. This 

study contributes to the advancement of ABSA by introducing a new methodology that improves the accuracy of 

aspect term extraction and sentiment classification. Additionally, it identifies avenues for future research, including 

exploring additional techniques to improve model performance and address potential limitations. 

Keywords: Aspect-based sentiment analysis, Attention mechanism, Sparse attention mechanism, BERT, BigBIRD, 

POS tagger, Semantic similarity, Cosine similarity. 

 

 

1. Introduction 

In the era of rapidly developing information, 

sentiment analysis is becoming increasingly 

important in understanding public opinion and views 

on various topics, products, or services. In this 

context, Aspect-Based Sentiment Analysis (ABSA) 

emerges as a method that can dig deeper into opinions 

and evaluations of specific aspects of a subject [1]. 

ABSA is not only related to positive, negative, or 

neutral review sentiments, ABSA can recognize 

sentences that have aspects [2]. This provides deeper 

insight to decision-makers in various fields, such as 

marketing, customer service, and product analysis [3]. 

ABSA has four stages, namely Aspect Term 

Extraction (ATE), Aspect Category Detection (ACD), 

Opinion Term Extraction (OTE), and Aspect 

Sentiment Classification (ASC), which play an 

important role in understanding specific aspects of a 

sentence [4]. ATE aims to identify relevant aspects of 

the text, such as "product", "seller", and "expedition 

service", in the sentence "The product is excellent, 

the seller is friendly and responsive, but unfortunately 

the delivery is long". ACD groups into broader 

categories such as "product quality", "customer 

service", and "delivery".  

Opinion Term Extraction (OTE) is responsible 

for identifying opinions from each aspect that has 

been extracted, such as positive sentiment for the 

product and seller, negative sentiment towards the 

expedition service because of the long delivery time. 

Finally, ASC classifies the sentiment of each aspect 

as positive, negative, or neutral, thus providing a 

more holistic understanding of the evaluation and 

opinion in the text. 

Research related to ATE was conducted [5] using 

customer review datasets of Uber, TripAdvisor and 

Amazon. By testing the effectiveness of using 
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machine learning CRD, SVM, and deep learning 

approaches CNN and LSTM where the deep learning 

approach is superior to machine learning. ATE and 

ASC using CNN were conducted by [6] with product 

review datasets, this study used double embedding, 

where the first domain is a pre-trained specific 

domain and the second is a general domain. This 

combination is very effective for aspect extraction. 

If research [5, 6] is domain-specific, while 

research [7] uses multi-domain from various reviews 

to perform ATE and ASC, there are still 

shortcomings because the data is relatively small, so 

it does not reflect the actual performance. The use of 

the BERT model can overcome this because BERT is 

trained on a very large and diverse dataset before 

being applied to a specific task. This model has 

learned many common language patterns and 

structures during the pre-training phase. BERT 

already understands language well, so it requires less 

specific data to train it further.  

Research [8] proposed BERT and CRF methods 

that utilize the hidden layers of the BERT model to 

produce deeper semantic representations of the input 

sequence, while the CRF task is the joint distribution 

of sequence labels for more accurate predictions, for 

the datasets used are semeval 2014 and semeval 2016.  

The use of transformers methods for ATE and 

ASC research was carried out by [9, 10] on hotel 

reviews, in research [9] proposed TF-ICF to extract 

terms from reviews, LDA (Latent Dirichlet 

Allocation) to reveal hidden topics from each term 

while BERT to categorize sentiment aspects using 

semantic similarity. Research [10] uses a rule-based 

algorithm to obtain word types and relationships 

between sentences. This method aims to identify 

candidate aspects and opinions based on the type of 

sentence structure, For the ASC process using the 

BERT Embedding method and semantic similarity. 

The use of grammar rules can also be done in the 

ATE and ASC processes as done by [11, 12] using 

grammar rules combined with other extraction 

techniques such as Elmo (Embeddings from 

Language Models) for contextual word 

representation, WordNet for synonyms and antonyms 

of words, TF-ICF (Term Frequency-Inverse Cluster 

Frequency) to assess the importance of a word in a 

document relative to a cluster, and semantic 

similarity to measure the closeness of meaning 

between words. 

ABSA research on the ATE task is currently still 

dominated by the word embedding method in the 

feature extraction stage, such as research [9, 10, 13-

15] This can be a problem because sentences lose 

meaning and are inaccurate. This study uses sentence 

embedding to overcome this problem. The method 

used is Sentence BERT (SBERT) combined with 

cosine similarity to extract aspects. The ATE and 

ASC classification methods used are the BIGBIRD 

Sparse Attention Mechanism, which only pays 

attention to important tokens, not all tokens [16]. The 

sparse attention mechanism makes classification 

faster than the full attention process using BERT [17]. 

The sparse attention mechanism makes attention 

calculations more efficient and memory efficient, but 

sparse attention has low accuracy compared to full 

attention. This low accuracy is a problem that must 

be solved, namely by combining the SBERT process 

to maintain meaning, combined with the Sparse 

attention mechanism to speed up the classification 

process and increase accuracy in the ABSA subtasks, 

namely ATE and ASC. 

2. Related theory 

Several theories related to the research are 

explained in this section. 

2.1 Data preprocessing 

Preprocessing a dataset is an essential step in data 

preparation before it is used for model training or 

evaluation. Preprocessing steps aim to clean and 

prepare the data to suit the needs of the analysis or 

modeling to be carried out. First, the raw data is 

cleaned from non-standard formats, such as 

inappropriate punctuation, or inconsistent formats. 

This step often involves cleaning the text by 

removing non-alphanumeric characters, converting 

the text to lowercase [18], and normalizing the text if 

necessary. The lemmatization process is continued 

because it is better at recognizing meaning, compared 

to stemming which only removes prefixes and 

suffixes [19]. 

2.2 Aspect Term Extraction (ATE) 

ATE is an important stage in ABSA that aims to 

identify terms or words that represent certain aspects 

of entities in the text. For example, in a product 

review, ATE can identify the words "food", "service", 

and "price" in a restaurant review. Research [9, 10, 

13-15], performs aspect extraction using several 

different approaches, research [9, 10, 13-15] uses 

topic modeling methods such as LDA, PLSA, and 

research [10] uses a rule-based method to obtain 

candidate aspects, then calculates aspects using 

cosine similarity, after obtaining aspects as, the 

classification process is carried out using SVM [15], 

LSTM [13, 14] dan BERT [9, 10]. 



Received:  May 26, 2024.     Revised: August 17, 2024.                                                                                                 1006 

International Journal of Intelligent Engineering and Systems, Vol.17, No.5, 2024           DOI: 10.22266/ijies2024.1031.75 

 

2.3 Aspect Sentiment Classification (ASC) 

ASC is an important stage in sentiment analysis 

that aims to classify sentiments associated with each 

aspect that has been extracted from a text. For 

example, after identifying aspects such as "food," 

"service," and "price" in a restaurant review, the next 

step is to determine the sentiment of each aspect, 

whether it is positive, negative, or neutral. Research 

[20-24] uses deep learning methods to classify 

sentiment aspects. this study will test the research 

using a combination of the SBERT method, part of 

speech tagger, and the BIGBIRD sparse attention 

mechanism transformers method. 

2.4 Full attention mechanism BERT 

Attention mechanisms have been a significant 

innovation in natural language processing (NLP), 

especially with the advent of the BERT (Bidirectional 

Encoder Representations from Transformers) model. 

BERT leverages attention mechanisms to understand 

the context of words in a sentence from both 

directions (left and right) [25], allowing it to capture 

complex semantic and syntactic nuances. Particularly 

in the context of ABSA [26], which includes both 

ATE and ASC, BERT’s attention mechanism 

significantly improves identifying specific aspects 

and associated sentiments. 

2.5 Full attention mechanism BERT 

The sparse attention mechanism model 

BIGBIRD is a transformer model designed with the 

concept of sparse attention, offering an efficient 

solution to handle long-range relationships in text. 

This sparse attention mechanism limits the attention 

calculation to only a strategically selected subset of 

tokens, such as adjacent tokens or relevant tokens 

based on certain rules, thereby reducing the number 

of interactions between tokens in a sequence. Thus, 

the attention calculation becomes more efficient, and 

memory-saving compared to the traditional full 

attention mechanism [16]. 

On the ATE task, BIGBIRD can effectively 

identify aspect terms in the text by considering a 

wider context without sacrificing computational 

efficiency. This is important because aspects in 

sentences are often scattered and require a broad 

understanding of the context to be extracted 

accurately. 

For the ASC task, BIGBIRD can classify 

sentiments associated with each aspect by 

considering long-range relationships in sentences that 

may affect sentiment polarity. The sparse attention  

 

 
Figure. 1 Proposed Method 

 

 

mechanism allows the model to focus on important 

parts of the text that are relevant to a particular aspect, 

improving the accuracy of sentiment classification 

[17]. 

2.6 Semantic similarity 

Semantic similarity is an important concept in 

natural language processing that measures the 
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closeness of meaning between words, phrases, or 

sentences. In the context of ABSA, understanding the 

semantic similarity between sentences or phrases is 

very important and is used to measure the meaning of 

each sentence [10]. 

Semantic similarity in the Sentence-BERT 

(SBERT) method is used to maintain semantic 

similarity after the BERT tokenization process. To 

measure the semantic similarity between two 

sentences generated by SBERT, cosine similarity is 

used. Cosine similarity is a method that measures the 

degree of similarity between two vectors in high-

dimensional space by calculating the cosine of the 

angle between them. The cosine similarity formula is 

given by (1). 

 

𝐶𝑜𝑠𝑖𝑛𝑒(𝑆1, 𝑆2) =
∑ 𝑆1𝑖 𝑆2𝑖𝑘

𝑖=1

√∑ 𝑆1𝑖2√∑ 𝑆2𝑖2𝑘
𝑖=1

𝑘
𝑖=1

        (1) 

 

Where S1 and S2 are the vectors to be compared, 

𝑆1𝑖 dan 𝑆2𝑖 are the i elements of vectors S1 and S2, 

respectively, and k is the number of elements in the 

vectors. The cosine similarity value ranges between -

1 and 1, where a value of 1 indicates that both vectors 

have the same direction (very similar). A value of 0 

indicates that both vectors are perpendicular (not 

similar). A value of -1 indicates that both vectors 

have opposite directions (very dissimilar) 

2.7 Evaluation 

For the evaluation process, a confusion matrix is 

used to measure precision, recall, f1, and accuracy on 

ATE and ASC for evaluation formulas (2)-(5). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                   (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                       (3) 

 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 𝑥 𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛+ 𝑟𝑒𝑐𝑎𝑙𝑙
       (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
             (5) 

 

3. Research method 

In this study, several datasets were tested, 

including the 2016 Semeval dataset for the restaurant 

subtask research [20-24, 27],  and the hotel review 

dataset [9, 10, 13-15]. 

 

 

Table 1. Dataset Representation 

Text 

Judging from previous posts this used to be a good 

place, but not any longer. 

We, there were four of us, arrived at noon - the place 

was empty - and the staff acted like we were imposing 

on them, and they were very rude. 

They never brought us complimentary noodles, 

ignored repeated requests for sugar, and threw our 

dishes on the table. 

 

 
Table 2. Cleaned Dataset 

Clean Text 

judging from previous posts this used to be a good 

place but not any longer. 

we there were four of us arrived at noon the place was 

empty and the staff acted like we were imposing on 

them and they were very rude. 

they never brought us complimentary noodles ignored 

repeated requests for sugar and threw our dishes on the 

table. 

 

 
Table 3. Sentence Embedding 

Sentence Embedding 

['judging', 'from', 'previous', 'posts', 'this', 'used', 'to', 

'be', 'a', 'good', 'place', 'but', 'not', 'any', 'longer'] 

['we', 'there', 'were', 'four', 'of', 'us', 'arrived', 'at', 

'noon', 'the', 'place', 'was', 'empty', 'and', 'the', 'staff', 

'acted', 'like', 'we', 'were', 'imposing', 'on', 'them', 'and', 

'they', 'were', 'very', 'rude'] 

['they', 'never', 'brought', 'us', 'compliment', '##ary', 

'noodles', 'ignored', 'repeated', 'requests', 'for', 'sugar', 

'and', 'threw', 'our', 'dishes', 'on', 'the', 'table'] 

 

 

3.1 Preprocessing 

The dataset used in this study cannot be used 

directly. It must go through preprocessing stages such 

as removing emojis, deleting hyperlinks, deleting 

punctuation (commas, periods, question marks), and 

changing words to lowercase. Sentence 

representation is shown in Table 1 

The results of the dataset after the preprocessing 

stage are shown in Table 2. 

Sentence tokenization stages using SBERT, the 

data is shown in Table 3 below: 

3.2 Aspect extraction 

The aspect extraction process of this study uses 

the research category aspects [9, 10, 13-15] in hotel 

reviews, for the category aspects are Cleanliness, 

Comfort, Food, Location, Service. This study  
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 Figure. 2 Aspect extraction term process 

 

Table 4. Aspect term extraction 

Sentence 

Embeding 

Aspect term 

extraction 

Cosine 

Similarity 

Score 

['judging', 'from', 

'previous', 'posts', 

'this', 'used', 'to', 

'be', 'a', 'good', 

'place', 'but', 'not', 

'any', 'longer'] 

Location 0.984 

['we', 'there', 'were', 

'four', 'of', 'us', 

'arrived', 'at', 'noon', 

'the', 'place', 'was', 

'empty', 'and', 'the', 

'staff', 'acted', 'like', 

'we', 'were', 

'imposing', 'on', 

'them', 'and', 'they', 

'were', 'very', 'rude'] 

Service 0.991 

['they', 'never', 

'brought', 'us', 

'compliment', 

'##ary', 'noodles', 

'ignored', 'repeated', 

'requests', 'for', 

'sugar', 'and', 

'threw', 'our', 

'dishes', 'on', 'the', 

'table'] 

Food 0.924 

 

 

 
Figure. 3 Aspect Extraction Term Process 

 

proposes a method using a combination of Sentence 

Transformers SBERT for sentence tokenization, 

calculating each semantic similarity of the category 

aspects from previous studies. The first step is to 

identify each sentence using part of speech tagging 

(POS), which involves separating each tag. Fig. 2 is 

a step in the form of a flowchart. 
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Explanation in Fig. 2.  

1. The flow starts from the starting point. 

2. The text is tokenized using the Sentence 

Transformer SBERT model. 

3. The cosine similarity is calculated with the 

category aspect. 

4. Find the aspect index with the highest 

similarity score. 

5. Get the aspect with the highest similarity. 

6. The output is a list of aspects extracted from 

the text. 

7.  The flow ends. 

The results of the sentence embedding process are 

shown in Table 4. 

The term extraction aspect table calculates the 

cosine similarity of each sentence. The structure of 

words that are potentially included in the "service" 

and "general" aspects are as follows: 

1. "complimentary noodles", related to the 

"service" aspect because it concerns the service 

or action expected from the restaurant. 

2. "repeated requests for sugar", related to the 

"service" aspect because it highlights the 

interaction of customers with staff or waiters. 

3. "dishes", More likely to fall into the "general" 

aspect because it refers to products or services 

provided by restaurants in general. 

According to the research, the category aspects of 

each term aspect are grouped more specifically; the 

grouping is shown in Table 5. 

3.3 Aspect sentiment classification (ASC) 

Using transformers such as BERT or BIGBIRD, we 

can parse texts like "Judging from previous posts 

this used to be a good place, but not any longer" 

more thoroughly. These models can understand 

 

 
Table 5. List Aspect Category. 

ID Aspect Category Entity 

1 FOOD#QUALITY FOOD 

2 RESTAURANT#GENERAL RESTAURA

NT 

3 SERVICE#GENERAL SERVICE 

4 AMBIENCE#GENERAL AMBIENCE 

5 RESTAURANT#MISCELLA

NEOUS 

RESTAURA

NT 

6 FOOD#STYLE_OPTIONS FOOD 

7 RESTAURANT#PRICES RESTAURA

NT 

8 DRINKS#QUALITY DRINKS 

9 FOOD#PRICES FOOD 

10 LOCATION#GENERAL LOCATION 

11 DRINKS# STYLE_OPTIONS DRINKS 

12 DRINKS#PRICES DRINKS 

Table 6. Score sentiment 

Clean Text Sentiment Sentiment 

Propabilitas 

Judging from previous 

posts this used to be a 

good place, but not 

any longer. 

Negative [1.4543, 

0.0255, -

0.7750] 

how fun was dry; pork 

shu mai was more 

than usually greasy 

and had to share a 

table with loud and 

rude family. 

Negative [ 3.4650, -

0.7887, -

1.7910] 

The ambience is pretty 

and nice for 

conversation, so a 

casual lunch here 

would probably be 

best. 

Positive [-1.9697, -

0.9077, 

2.9084] 

 

 

 
Figure. 4 Number aspect sentiment 

 

 

context and nuances in text better than traditional 

approaches.  

This sentence looks positive because it describes 

the place as "a good place" in the past, However, 

using the transformer approach, the model can 

recognize the change in sentiment that occurs, 

namely from positive to negative with the phrase 

"but not any longer". Thus, transformer algorithms 

can help us understand the change in sentiment 

hidden in the text, providing a deeper understanding 

of the evaluation and views contained in the sentence. 

Untuk sebaran data dengan label Aspect 

Sentiment di tunjukan pada Fig. 4. 

The next process combines Sentence 

Transfomers BERT (SBERT), Tagger Part-of-speech, 

and the Sparse attention mechanisms (BIGBIRD) 

method for training to obtain better accuracy when 

tested using the validation dataset. 
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4. Result and analysis 

This study uses two testing models: sentence 

meaning testing and ATE and ASC task testing, using 

a combination of Sentence Transfomers SBERT, 

Tagger part of speech, and the sparse attention 

mechanism BIGBIRD. 

4.1 Testing the meaning of sentences and testing 

complexity 

ABSA problem preprocessing stages such as 

punctuation removal, lowercase changes, and 

conjunction removal. These stages have the potential 

to eliminate the meaning of sentences. This test uses 

cosine similarity testing between sentence 

embedding SBERT, word embedding BERT and 

Table 8. Similarity scores for each aspect 

Sentence Embeding Aspect term extraction Similarity scores for each aspect 

['judging', 'from', 'previous', 

'posts', 'this', 'used', 'to', 'be', 'a', 

'good', 'place', 'but', 'not', 'any', 

'longer'] 

Location FOOD#QUALITY: 0.03394868224859238 

RESTAURANT#GENERAL: 

0.7744936943054199 

SERVICE#GENERAL: 0.6648441553115845 

AMBIENCE#GENERAL: 0.2551043629646301 

RESTAURANT#MISCELLANEOUS: 

0.7593094110488892 

FOOD#STYLE_OPTIONS: -

0.01818837597966194 

RESTAURANT#PRICES: 0.4760243892669678 

DRINKS#QUALITY: -0.13794755935668945 

FOOD#PRICES: 0.09281834959983826 

LOCATION#GENERAL: 0.7852946519851685 

DRINKS#STYLE_OPTIONS: -

0.1564464271068573 

DRINKS#PRICES: -0.07085591554641724 

['we', 'there', 'were', 'four', 'of', 

'us', 'arrived', 'at', 'noon', 'the', 

'place', 'was', 'empty', 'and', 'the', 

'staff', 'acted', 'like', 'we', 'were', 

'imposing', 'on', 'them', 'and', 

'they', 'were', 'very', 'rude'] 

Service FOOD#QUALITY: 0.0324741005897522 

RESTAURANT#GENERAL: 

0.3654351234436035 

SERVICE#GENERAL: 0.8794914484024048 

AMBIENCE#GENERAL: 0.16239486634731293 

RESTAURANT#MISCELLANEOUS: 

0.2884083092212677 

FOOD#STYLE_OPTIONS: 0.00887487456202507 

RESTAURANT#PRICES: 0.1628820151090622 

DRINKS#QUALITY: -0.025943582877516747 

FOOD#PRICES: 0.017050936818122864 

LOCATION#GENERAL: 0.36414429545402527 

DRINKS#STYLE_OPTIONS: -

0.05704132467508316 

DRINKS#PRICES: 0.008699771016836166 

['they', 'never', 'brought', 'us', 

'compliment', '##ary', 'noodles', 

'ignored', 'repeated', 'requests', 

'for', 'sugar', 'and', 'threw', 'our', 

'dishes', 'on', 'the', 'table'] 

noodles, requests, sugar, 

dishes 

FOOD#QUALITY: 0.7418381571769714 

RESTAURANT#GENERAL: -

0.017319289967417717 

SERVICE#GENERAL: 0.1242925375699997 

AMBIENCE#GENERAL: -0.1709030270576477 

RESTAURANT#MISCELLANEOUS: -

0.08848093450069427 

FOOD#STYLE_OPTIONS: 0.8362204432487488 

RESTAURANT#PRICES: -0.2351987361907959 

DRINKS#QUALITY: -0.05219016969203949 

FOOD#PRICES: 0.7052836418151855 

LOCATION#GENERAL: -0.05418545752763748 

DRINKS#STYLE_OPTIONS: -

0.16691933572292328 

DRINKS#PRICES: -0.2543781101703644 
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Table 8. Evaluation of Aspect Term Extraction. 

Aspect Term Category Precisi

on 

Recal

l 

F1-

scor

e 

FOOD#QUALITY 0.94 0.97 0.95 

RESTAURANT#GENER

AL 

0.93 0.93 0.93 

SERVICE#GENERAL 1.00 0.95 0.97 

AMBIENCE#GENERAL 0.86 0.96 0.91 

RESTAURANT#MISCEL

LANEOUS 

0.91 0.73 0.81 

FOOD#STYLE_OPTION

S 

0.71 0.71 0.71 

RESTAURANT#PRICES 0.87 1.00 0.93 

DRINKS#QUALITY 0.71 0.83 0.76 

FOOD#PRICES 0.66 0.66 0.66 

LOCATION#GENERAL 0.66 0.66 0.66 

DRINKS#STYLE_OPTIO

NS 

1.00 0.50 0.66 

DRINKS#PRICES 0.00 0.00 0.00 

 

 

LSTM. The result prove that SBERT can 

outperform BERT and LSTM in testing sentence 

meanings. SBERT has an accuracy of 0.971, 

BERT has an accuracy of 0.963 and LSTM 0.876 

for recognizing sentence meaning using the hotel 

review dataset [9, 10, 13-15]. 
For time complexity and memory usage testing, 

BIGBIRD is faster and uses less memory than BERT. 

The time complexity of BERT is 10.85 seconds,  

BIGIRD is 8.02 seconds. The space complexity of 

BERT requires 604.87 Mb, BIGBIRD 602.84 Mb. 

From these tests, BIGIRBIRD can be applied to 

ABSA tasks, especially ATE and ASC. 

4.2 Aspect term extraction result 

The term extraction results can be continued  
to the category aspect process by calculating the 

cosine similarity of the sentence embedding using 

SBERT compared to Location, which will produce a 

category aspect score. Table 7 is the result of the 

category aspect and cosine similarity score. 

The results of the evaluation of each aspect term 

category are shown in Table 8. 

For the evaluation of the aspect term, each 

precision, recall, f1-score, and overall accuracy are 

produced. 

In analyzing various aspects of the restaurant, we 

obtained interesting results. The food aspect (FOOD) 

showed very good performance, with a precision  

level of 90%, a recall level of 95%, and an F1-

score of 92%. This indicates that our model is able to 

identify and evaluate the food aspect well in 

restaurant reviews. 

Meanwhile, the service aspect (SERVICE) also 

received high ratings, with a precision of 94% a recall 

of 90%, and an F1-score of 92%. However, there are 

other aspects, such as atmosphere (AMBIENCE), 

which showed slightly lower results with a precision 

of 75%, a recall of 84%, and an F1-score of 79%. 

Furthermore, the beverage aspect (DRINKS) showed 

very high precision, reaching 100%, but its recall was 

low at 72%, and an F1-score of 84%.  

This study also outperforms the accuracy of the 

LDA+LSTM [13], PLSA+LSTM [14], BERT+LDA 

[9], and Attention-based Sentence + BERT [10] 

studies when tested using the same dataset in the 

study. 

 

 
Table 9. Evaluation of Aspect Category. 

Aspect Entity Precisi

on 

Recal

l 

F1-

scor

e 

FOOD 0.90 0.95 0.92 

RESTAURANT 0.88 0.86 0.87 

SERVICE 0.94 0.90 0.92 

AMBIENCE 0.75 0.84 0.79 

DRINKS 

 

1.00 0.72 0.84 

LOCATION 0.00 0.00 0.00 

 

 
Table 10. Comparison of Aspect Term Extraction. 

Aspect Sentiment Accuracy 

LDA-LSTM [13] 0.93 

PLSA-LSTM [14] 0.94 

BERT-LDA [9] 0.97 

Attention Based Sentence-BERT [10] 0.98 

Propshed Method (SBERT+Tagger 

Part-of-speech+Sparse Attention 

Mechanism) 

0.99 

 

 
Table 11. Comparison of Aspect Sentiment 

Classification. 

Aspect Sentiment Classification Accuracy 

Evaluation of weakly-supervised 

methods for aspect extraction [20] 

0.60 

Rhetorical Structure Theory [21] 0.79 

Combination of Recursive and RNNs 

[22] 

0.80 

Deep Learning for Multilingual Aspect-

based Sentiment Analysis [23] 

0.82 

Recursive neural conditional random 

fields for ABSA  [28] 

0.84 

ALDONA [24] 0.86 

Propshed Method (SBERT+Sparse 

Attention Mechanism) 

0.89 
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4.3 Aspect sentiment classification result 

The process for sentiment polarity, using a 

combination of Sentence Transfomers SBERT and 

Sparse attention mechanism BIGBIRD with a model 

that has been trained in advance, is proven to 

recognize a sentence more. This study conducted a 

special ASC test using the 2016 semeval dataset, and 

the results were higher when compared to several 

previous studies. 

ASC research with the proposed method as 

shown in Table 11 shows better accuracy than 

previous research, the accuracy results are 0.893, 

precision 0.883, recall 0.893, and F1-score 0.882. 

5. Conclusion 

This study focuses on two important aspects 

of aspect-based sentiment analysis: Aspect Term 

Extraction (ATE) and Aspect Sentiment 

Classification (ASC). The first stage of this study 

is to compare the use of word tokenization with 

 

 

 
Figure. 5 Comparison Cosine Similarity LSTM, BERT, SBERT 

 

 
Figure. 6 Time Complexity and Space Complexity between (BERT dan BIGBIRD) 
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sentence tokenization. Word tokenization uses BERT, 

while this study uses a combination of BERT, Tagger 

Part-of-Speech (POS), and Cosine Similarity 

(SBERT) calculations. To test whether SBERT 

sentence tokenization is better than word 

tokenization using BERT. Testing the meaning of 

sentences is shown in Fig. 5. The test uses the same 

dataset as the studies [9, 10, 13-15]. 

The testing method used is cosine similarity to 

produce a semantic similarity score. The test results 

are LSTM 0.876, BERT 0.963 and SBERT 0.971 

SBERT is superior in recognizing sentence meaning 

so that it can be a reference in the use of further 

methods. The second test is the time complexity test 

and memory usage test on the BERT and BIGBIRD 

classification methods. The test results are shown in 

Fig. 6. BERT 10.85 seconds, BIGBIRD 8.02 seconds. 

BERT space complexity requires 604.87 Mb, 

BIGBIRD 602.84 Mb. BIGBIRD is proven to be 

more effective than BERT. 

After getting better sentence embedding 

tokenization than word embedding, continued with 

ATE testing, By combining Sentence BERT 

(SBERT), Tagger Part of speech (POS), and the 

BIGBIRD sparse attention mechanism method to be 

tested with research [13,14,9,10] the results are 

shown in Table 10 the combination of models 

proposed by this study outperforms previous research, 

getting an accuracy of 0.99.  

The second test uses a different dataset from the 

first test while also trying to determine whether the 

proposed method can work well on different domains 

and different tasks. The second test uses the dataset 

[20-24, 28] with an accuracy score of 0.893 as shown 

in Table 11. It turns out that the combination of 

Sentence BERT (SBERT), Tagger POS, and Sparse 

attention mechanism BIGBIRD can be used on more 

specific ABSA tasks, namely ATE and ASC. 

However, there are still limitations in this study, such 

as the size of the dataset used, the type of dataset 

domain that is more varied, multi-language, not only 

English, and the possibility of overfitting in the 

trained model. Future research is expected to explore 

various types of datasets, other model approaches, the 

use of imbalance dataset techniques, and 

regularization techniques to overcome overfitting and 

experiment with larger and more diverse datasets. 
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