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Abstract: Virtual Inertia (VI) emulation becomes crucial to improve the stability of Hybrid Renewable Energy 

Systems (HRES). VI emulation needs a proper VI Controller (VIC) to adapt in various working conditions. This paper 

proposes the stability improvement of HRES with VIC based on optimized Fractional Order Proportional-Integral-

Derivative (FOPID) with Harris Hawk Optimization (HHO). The proposed method is implemented on HRES that 

consists of Photovoltaic Energy Systems (PVES), Wind Energy Systems (WES), Synchronous Generator Energy 

Systems (SGES), and Energy Storage Unit (ESU). Based on the statistical assessment and convergence curve analysis, 

HHO performance in finding the optimal parameters is 31.98% to 41.62% better than the other well-known algorithms. 

Besides that, the VIC-FOPID-HHO gives the best stability improvement compared to basic PID and the other 

algorithms. In uncertain behavior of RES scenarios, the improvement by VIC-FOPID-HHO is indicated by frequency 

nadir reduction up 89.44%, overshoot reduction up to 98.45%, and better settling time up to 61.48%. In multi-level 

load shedding scenarios, the improvement by VIC-FOPID-HHO is indicated by frequency nadir reduction up 93.67%, 

overshoot reduction of up to 97.4%, and better settling time of up to 49.94%. 

Keywords: FOPID controller, Harris hawk optimization, Hybrid renewable energy system, Stability improvement, 

Virtual inertia controller. 

 

 

1. Introduction  

The modern power system trend is the topological 

shift of the power electricity system from centralized 

to decentralized [1]. Decentralized power systems 

utilize Renewable Energy Sources (RES) as the 

popular option due to their flexibility constructed 

based on their potential in specific sites. The RES 

utilization ranges from small-scale (ex: household, 

independent office, etc.) to large-scale power 

electricity systems (ex: industrial, community 

building, etc.) [2]. Besides that, RES utilization 

allows electricity consumers to build their systems. In 

addition, RES supports the power and energy systems 

with specific strategies, like frequency regulation, 

energy buffers, complement energy sources, etc. 

Besides the advantages, RES utilization poses 

typical challenges due to the uncertain and 

intermittent energy sources based on natural 

conditions. Thus, the Hybrid Renewable Energy 

Systems (RES) is developed [3]. Combining two or 

more sources can increase the reliability of supplying 

power electricity. Moreover, the Energy Storage Unit 

(ESU) is also combined to ensure continuity. The 

other challenge in RES is the lack of reactive power 

supplies which makes this system need additional 

components like a Static VAR Compensator (SVC) 

[4]. Besides that, the in-depth investigation shows 

that the dynamic stability related to minor signal 

disturbances needs special attention due to the wider 

working conditions than conventional power systems 

[5]. 

 The stability challenge in HRES is typically 

caused by the deficiency of damping and inertia 

properties [6]. In conventional power electricity 

systems consisting of traditional generators, the 

damping and inertia properties can be maintained by 

regulating the mechanical parts. On the other hand, 
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most of the HRES mainly consists of power 

electronics with the absence of damping and inertia 

properties. Thus, the majority of HRES is called an 

inertia-less system. In inertia-less systems, the 

oscillation caused by minor signal disturbances that 

bother the stability needs different treatments from 

conventional ones. The additional stability controller, 

like the Power System Stabilizer (PSS), is no longer 

effective in enhancing the stability of HRES [7, 8]. 

Thus, the Virtual Inertia (VI) concept is developed as 

a viable solution. 

The VI imitates the inertia in conventional 

generators by regulating the behavior of the ESU and 

inverter via the Virtual Inertia Controller (VIC) [6]. 

VIC scheme is strongly related to the Rate of Change 

of Frequency (RoCoF). The typical RoCoF in HRES 

is higher than in conventional generator systems 

causing the frequency nadir. In the VIC, the RoCoF 

is used as a signal reference to calculate the additional 

amount of inertia needed to improve the frequency 

nadir. Thus, the ESU and inverter can be regulated by 

VIC to inject the additional electricity power at a 

specific time [9]. The additional electricity power in 

exact time has a similar effect with the opposite 

torque provided by the mechanical part in the 

conventional generator. Thus, VIC optimization is 

crucial in the stability improvement of HRES. 

Most of the existing literature dispatches the basic 

VIC consisting of virtual damping (DVI) and virtual 

inertia (KVI) that need to be tuned [7, 8, 10, 11]. 

Currently, VIC is popular to be combined with well-

known controllers: Fuzzy Logic Controller (FLC) or 

Proportional-Integral-Derivative (PID) controller [12, 

13]. Moreover, the Fractional Order PID (FOPID) 

has been developed and offered a better controller 

effect than the basic ones. [14, 15]. This trend 

effectively increases the stability improvement effect, 

however making the parameter tuning more complex. 

In the intelligent algorithm era, learning-based and 

metaheuristic algorithms become viable options for 

tuning the parameters [16, 17]. In addition, the 

metaheuristic is more popular than learning-based 

algorithms due to its easiness of implementation. It 

also has a superior ability to track the optimal 

solutions. 

Various recent algorithms have been 

implemented for controlling the parameters of PID or 

FOPID. Recent algorithms have been developed with 

complex operations and outstanding inspiration in the 

world, such as the Flower Pollination Algorithm 

(FPA) [18], Manta Ray Foraging Algorithm (MRFA) 

[12], Firefly Algorithm (FA) [19], and Harris Hawk 

Optimization (HHO) [20, 21], etc [17]. HHO is one 

of the most popular algorithms since it was invented 

in 2019. HHO is inspired by the unique hunting 

mechanism of Harris Hawk to construct dynamic 

solution tracking in the exploration and exploitation 

processes [22-24]. HHO is proven as the settled 

algorithm due to its superiority in very wide research 

implementation. Moreover, HHO is widely used as a 

benchmark algorithm in newer algorithm 

comparisons. The results show that HHO still 

competes with the newer algorithms. Nowadays, 

recent algorithms with simple inspirations like 

Arithmetic Optimization Algorithm (AOA) and 

Equilibrium Optimization Algorithm (EOA) have 

also appeared [25–27]. HHO needs further 

comparisons and extended implementation in the 

VIC and FOPID cases due to its still limited in the 

current literature.  

Most of the VIC investigations are focused on the 

inertia level of the systems [6]. Whereas the 

comprehensive investigation on wider working 

conditions, especially in uncertain behavior of RES 

and load shedding. With the motivation to provide a 

novel solution to the current trend within the 

mentioned challenges, this paper proposes a novel 

method to improve the stability of HRES with 

significant contributions stated in the following. 

1) Proposing stability improvement in HRES by 

using the VIC based on optimized FOPID with 

HHO. The FOPID is compared with the basic 

PID controller. Besides that, HHO is compared 

with the AOA and EOA. The comparison is 

expected to extend the dominance of HHO 

over the newer well-known algorithms, 

especially in power system applications. 

 

 
Figure. 1 Synoptic diagram for investigated HRES 
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2) Providing in-depth investigation for the 

performance of VIC-FOPID-HHO using 

statistical assessment and time domain 

simulation when several critical conditions 

occur. In this paper, two scenarios are 

considered as follows: 1) the fluctuation and 

uncertainties of RES in supplying power load 

demand; 2) multi-level sudden power load 

shedding. 

This paper is organized as follows: The proposed 

test models for HRES and controller are constructed 

in Section 2. The proposed method, consisting of 

problem definition and algorithm, is described in 

Section 3. The performance of the VIC-FOPID-HHO 

is investigated in Section 4. In the rest, the main 

findings are justified in Section 5. 

2. Design of the HRES and controller  

In this section, HRES and controller structures 

are given in a synoptic diagram as in Fig. 1. HRES is 

designed with Synchronous Generator Energy 

Systems (SGES), and two RES generators: Wind 

Energy Systems (WES) and Photovoltaic Energy 

Systems (PVES). The Energy Storage Unit (ESU) is 

also dispatched to realize the VI emulation. All 

components are connected via a tie-line to supply the 

power load demand. The control center for HRES is 

established for RoCoF (Δf) monitoring as a stability 

reference. This design consists of three frequency-

based stability controllers: primary controller, 

secondary controller, and VIC. 

2.1 HRES design 

The detailed block diagram of the system is given 

in Fig. 2. The models are designed in a simplified 

form to emphasize the focus investigation of the 

dynamic behavior of the system. The HRES model is 

modified from Ref. [6] and [28]. The relations 

between components in HRES are described by 5th-

order mathematical equations as given in Eq. (1) until 

Eq. (5). 

 

 
Figure. 2 Block diagram for HRES 

 
Figure. 3 Block diagram for proposed VIC-FOPID 
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1
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𝐷
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∆𝑃𝑚
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1

𝑇𝑡𝑢𝑟
(∆𝑃𝑚) +

1

𝑇𝑡𝑢𝑟
(∆𝑃𝑔𝑜𝑣)         (2) 

 

∆𝑃𝑔𝑜𝑣
̇ = 

−
1

𝑇𝑔𝑜𝑣
(∆𝑃𝑔𝑜𝑣) −

1

𝑅.𝑇𝑔𝑜𝑣
∙ ∆𝑓 +

1

𝑇𝑔𝑜𝑣
(∆𝑉𝑟𝑒𝑓2)         (3) 

 

∆𝑃𝑃𝑉𝐸𝑆
̇ =

1

𝑇𝑃𝑉𝐸𝑆
(∆𝑃𝑠𝑜𝑙𝑎𝑟) −

1

𝑇𝑃𝑉𝐸𝑆
(∆𝑃𝑃𝑉𝐸𝑆)           (4) 

 

∆𝑃𝑊𝐸𝑆
̇ =

1

𝑇𝑊𝐸𝑆
(∆𝑃𝑤𝑖𝑛𝑑) −

1

𝑇𝑃𝑊𝐸𝑆
(∆𝑃𝑊𝐸𝑆)             (5) 

 

with ∆𝑓 is RoCoF. H and D are the inertia and 

damping properties, respectively. ∆𝑃𝑚  is change of 

mechanical power from SGES; ∆𝑃𝑃𝑉𝐸𝑆 is change of 

PVES output dependent on solar irradiation level 

(∆𝑃𝑠𝑜𝑙𝑎𝑟) and time response of PVES (𝑇𝑃𝑉𝐸𝑆); ∆𝑃𝑊𝐸𝑆 

is change of WES output dependent on wind  

speed level (∆𝑃𝑤𝑖𝑛𝑑) and time response of WES 

(𝑇𝑊𝐸𝑆). The power sources are combined to supply 
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the power load demand (∆𝑃𝑙𝑜𝑎𝑑). 𝑇𝑡𝑢𝑟 and 𝑇𝑔𝑜𝑣  are 

the time responses of the turbine and governor in 

SGES, respectively. ∆𝑃𝑔𝑜𝑣 is generated power in the 

turbine. ∆𝑉𝑟𝑒𝑓1 is reference signal from the primary f 

controller with the speed droop controller ( 1 𝑅⁄ ). 

∆𝑉𝑟𝑒𝑓2  is reference signal from the secondary f 

controller with bias factor (β) and constant (Ks). 

∆𝑉𝑟𝑒𝑓3 is a reference signal for ESU to generate VI 

emulation (∆𝑃𝑉𝐼). 

In this paper, the state-space model for HRES is 

given by Eq. (6) and Eq. (7).   

 

�̇� = 𝐴𝑋 + 𝐵𝑈                      (6) 

 

𝑌 = 𝐶𝑋 + 𝐷𝑈                       (7) 

 

with X is the observed variable as given in Eq. (8), U 

is minor signal disturbances as given in Eq. (9), and 

Y is the observed output as given in Eq. (10). In this 

paper, minor signal disturbances are considered by 

∆𝑃𝑠𝑜𝑙𝑎𝑟, ∆𝑃𝑤𝑖𝑛𝑑, and ∆𝑃𝑙𝑜𝑎𝑑. 

 

𝑋 = [∆𝑃𝑚   ∆𝑃𝑃𝑉𝐸𝑆   ∆𝑃𝑊𝐸𝑆   ∆𝑃𝑉𝐼   ∆𝑓]        (8) 

 

𝑈 = [∆𝑃𝑠𝑜𝑙𝑎𝑟   ∆𝑃𝑤𝑖𝑛𝑑    ∆𝑃𝑙𝑜𝑎𝑑]             (9) 

 

𝑌 = [∆𝑓]                        (10) 

 

2.2 Proposed VIC-FOPID design 

The proposed controller is shown in Fig. 3. The 

VIC-FOPID uses ∆𝑓  as input references for 

indicating the stability of the power system. Thus, the 

equation of FOPID is given by Eq. (11) [29]. 

 

Δ𝑉𝐹𝑂𝑃𝐼𝐷 = 𝐾𝑃 (1 +
𝐾𝐼

𝑠𝜆 + 𝐾𝐷
𝑠𝜇

) ∆𝑓                (11) 

 

with 𝐾𝑃, 𝐾𝐼, and 𝐾𝐷are the gains of the proportional, 

integral, and derivative components, respectively. 

Besides that, λ and μ are the fractional orders. 

The output of the FOPID controller (𝑉𝐹𝑂𝑃𝐼𝐷) is 

fed to VIC. Thus, the equation for VIC as in Ref. [7], 

can be modified as given in Eq. (12). 

 

Δ𝑃𝑉𝐼 = [
𝑠𝐾𝑉𝐼+𝐷𝑉𝐼

(1+𝑠𝑇𝐼𝑁𝑉)(1+𝑠𝑇𝐸𝑆𝑈)
] ∙ [

Δ𝑉𝐹𝑂𝑃𝐼𝐷

𝑅𝑉𝐼
]      (12) 

 

with 𝑃𝑉𝐼 is power emulated by VI. 𝐾𝑉𝐼 and  
𝐷𝑉𝐼 are gains of virtual inertia and virtual damping, 

respectively. 𝑇𝐼𝑁𝑉  and 𝑇𝐸𝑆𝑈  are time responses for 

inverter and ESU, respectively. 𝑅𝑉𝐼 is the constant of 

virtual inertia droop. 

 

Table 1. Tuneable parameter  

Parameter Lower Bound 

(BL) 

Upper Bound 

(BU) 

𝐾𝑃 0.01 2 

𝐾𝐼  0.01 2 

𝐾𝐷 0.01 2 

λ 0.01 2 

μ 0.01 2 

𝐾𝑉𝐼  0.1 2 

𝐷𝑉𝐼  0.1 20 

 

3. Proposed optimization method  

In this section, the optimization method for VIC-

FOPID based on HHO is presented. First, the 

problem definition is described. Second, the 

implementation of HHO is explained. 

3.1 Problem definition 

This paper aims to improve the stability of the 

HRES. Stability can be obtained by investigating the 

eigenvalue of the system or the performance indexes 

from the observed response [30]. The second choice 

offers easiness and flexible utilization for special 

cases, like optimizing VIC-FOPID using HHO. Thus, 

the Integral Time Absolute Error (ITAE) is 

formulated as an objective function in Eq. (13). 

 

min(𝐼𝑇𝐴𝐸) = 𝑚𝑖𝑛 [∫ 𝑡|𝑒(𝑡)|
𝑇𝑠𝑖𝑚_𝑚𝑎𝑥

0
𝑑𝑡]       (13) 

 

with Tsim_max is the maximum of the time simulation. 

The tuneable parameters and their typical search 

space are described in Table 1 [7,  19, 31]. Besides 

that, the eigenvalue and damping ratio calculation in 

Eq. (14) and Eq. (15) are needed to constrain the 

optimal solution tracking as in Eq. (16) and Eq. (17) 

[7,  8]. 

 

𝜆𝑒𝑖𝑔 = 𝜎𝑒𝑖𝑔 + 𝜔𝑒𝑖𝑔                   (14) 

 

𝜉𝑒𝑖𝑔 =
−𝜎𝑒𝑖𝑔

√𝜎𝑒𝑖𝑔
2 +𝜔𝑒𝑖𝑔

2
                     (15) 

 

𝜎𝑒𝑖𝑔_1 ≤ 𝜎𝑒𝑖𝑔_0                    (16) 

 

𝜉𝑒𝑖𝑔_1 ≥ 𝜉𝑒𝑖𝑔_0                    (17) 

 

with 𝜆𝑒𝑖𝑔 is the eigenvalue of the system consisting 

of 𝜎𝑒𝑖𝑔  and 𝜔𝑒𝑖𝑔  that represents the damping and 

oscillation factors, respectively. 𝜉𝑒𝑖𝑔 is the damping 

ratio. 𝜎𝑒𝑖𝑔_1  and 𝜎𝑒𝑖𝑔_0  are the damping factors 
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before and after optimization, respectively. 𝜉𝑒𝑖𝑔_1 

and 𝜉𝑒𝑖𝑔_0 are the oscillation factors before and after 

optimization, respectively. 

3.2 HHO as optimizer 

HHO is developed with the emulation of the 

animal intelligence of Harris Hawks in hunting their 

prey [21, 22]. These hawks have unique strategies to 

explore and exploit their prey in a cooperative group 

dynamically. HHO is described in four phases: pre-

hunting, exploration, transition, and exploitation [7, 

8]. 

3.2.1. Pre-hunting 

In this phase, the hawks form a group with certain 

members (Npop). The hawks spread in a certain 

direction to observe the potential prey. The initial 

position of the hawks (Hi) is given by Eq. (18). The 

bounds are determined from Table 1. The dimension 

(D) is defined based on the number of tuneable 

parameters. 

 

𝐻𝑖 = (𝐵𝐿 ≤ 𝐻𝑖 ≤ 𝐵𝑈)𝐷                    (18) 

 

The initial position of the prey considered as a 

rabbit (Ri) is also generated. Ri represents the 

potential best solution. The initial fitness value of Ri 

is calculated based on Eq. (13). It is defined as the 

initial energy of the rabbit (Eo) as in Eq. (19) to 

calculate the escaping energy of the rabbit (Eesc) 

along the iterations (T). 

 

𝐸𝑒𝑠𝑐 = 2𝐸𝑜(1 −
𝑇

𝑇𝑚𝑎𝑥
)                    (19) 

 

3.2.2. Exploration 

If the rabbit has been spotted, then the hawks 

observe and monitor the current condition of the 

rabbit. The movements of the hawks are defined 

based on q. If q ≥ 0.5, then the hawks move randomly 

as in Eq. (20). While q < 0.5, then the hawks surround 

the rabbit as in Eq. (21). 

 

𝐻(𝑇 + 1) = 

𝐻𝑟𝑎𝑛𝑑(𝑇) − 𝑟1|𝐻𝑟𝑎𝑛𝑑(𝑇) − 2𝑟2𝐻(𝑇)|     (20) 

 

𝐻(𝑇 + 1) = 
[𝑅(𝑇) − 𝐻𝑚(𝑇)] − 𝑟3[𝐵𝑈 + 𝑟4(𝐵𝑈 − 𝐿𝐵)]     (21) 

 

with H(T) and H(T+1) are the positions of the hawks 

in the current and the next iteration, respectively. 

Hrand is the random hawks. Hm is average of the 

position of the hawks. r1, r2, r3, and r4 are randomly 

uniform distribution values between 0 to 1. 

3.2.3. Transition 

The hawks monitor the condition of the rabbit in 

real time to decide when the hunting process will be 

started. Eo = 0→1 means the rabbit has a lot of 

escaping energy. While Eo = 1→0 means the rabbit 

has run out of escaping energy. Thus, if |Eesc| ≥ 1, then 

the hawks are still in the exploration phase. While 

|Eesc| < 1, then the hawks are starting the exploitation 

phase. 

3.2.4. Exploitation 

The hawks have four different strategies to 

exploit the rabbit. The strategies are dynamically 

changed based on |Eesc| and the probability of the 

rabbit escaping (resc). resc ≥ 0.5 means the rabbit has a 

small chance of escaping. While resc < 0.5 means the 

rabbit has a big chance of escaping. In this phase, the 

rabbit makes a jumping movement as J = 1 – r5, with 

r5 is a random value between 0 to 1. 

Soft besiege strategy is performed when |Eesc| ≥ 

0.5 and resc ≥ 0.5. The hawks encircle and perform 

soft besieges to tire the rabbit. The movement of the 

hawks is updated based on Eq. (22). 

 

𝐻(𝑇 + 1) = ∆𝐻(𝑇) − 𝐸𝑒𝑠𝑐|𝐽𝑅(𝑇) − 𝐻(𝑇)|     (22) 

 

with ∆𝐻(𝑇) is the difference between the hawks and 

the rabbit. 

Hard besiege strategy is performed when |Eesc| < 

0.5 and resc ≥ 0.5. The rabbit seems to get tired, thus 

the hawks perform heavy attacks to shock and catch 

the rabbit quickly. The movement of the hawks is 

updated based on Eq. (23). 

 

𝐻(𝑇 + 1) = 𝑅(𝑇) − 𝐸|∆𝐻(𝑇)|              (23) 

 

Soft besiege with progressive rapid dives 

strategy is performed when |Eesc| ≥ 0.5 and resc < 0.5. 

The rabbit has a lot of energy, thus it moves with 

Levy Flight (LF) movement as in [22]. If F(RY) < 

F(H(T)), then the hawks predict the next movement 

of the rabbit (RY) as in Eq. (24). 

 

𝐻(𝑇 + 1) = 𝑅𝑌 = 𝑅(𝑇) − 𝐸|𝐽𝑅(𝑇) − 𝐻(𝑇)|     (24) 

 

If the hawks have failed to catch the rabbit F(RW) 

< F(H(T)), then the hawks re-estimate the next 

movement of the rabbit (RW) as in Eq. (25). 

 

𝐻(𝑇 + 1) = 𝑅𝑊 = 𝑅𝑌 + 𝑆 × 𝐿𝐹(𝐷)        (25) 
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Table 2. HRES parameters  

Paramete

r 

H D Ttur Tgov Ks R 

Value 7.2 0.8 0.56 0.32 0.3

5 

14.

6 
 

Paramete

r 

β TPVE

S 

TWE

S 

TES

U 

TIN

V 

 

Value 19.

8 

1.8 1.3 0.05 0.0

1 

 

Table 3. Simulation scenarios 

No. 
Disturbance 

(p.u.) 

Tsim (s) 

0 2 7 12 

I 

∆𝑃𝑙𝑜𝑎𝑑  0 +0.01 +0.02 +0.005 

∆𝑃𝑠𝑜𝑙𝑎𝑟  0 +0.006 +0.004 +0.002 

∆𝑃𝑤𝑖𝑛𝑑 0 +0.003 +0.014 +0.002 

∆𝑃𝑚 0 +0.001 +0.002 +0.001 

II 

∆𝑃𝑙𝑜𝑎𝑑  0 -0.005 -0.002 -0.001 

∆𝑃𝑠𝑜𝑙𝑎𝑟  0 +0.001 - - 

∆𝑃𝑤𝑖𝑛𝑑 0 +0.002 - - 

∆𝑃𝑚 0 -0.008 -0.002 -0.001 

 

with S is a randomly generated matrix with 1 × D. 

Hard besiege with progressive rapid dives 

strategy is performed when |Eesc| < 0.5 and resc < 0.5. 

the rabbit is getting exhausted due to continued 

besieging from the hawks. The hawks perform heavy 

attacks repeatedly until the rabbit is caught. The 

movements are updated based on the new RY as in Eq. 

(26). While the RW is similar to Eq. (25). 

 

𝐻(𝑇 + 1) = 𝑅𝑌 = 𝑅(𝑇) − 𝐸|𝐽𝑅(𝑇) − 𝐻𝑚(𝑇)|   (26) 

 

The hunting process will be finished when the 

hawks are successful in catching the rabbit. It 

indicated with |Eesc| → 0. 

4. Simulation and discussion  

In this paper, the HRES is simulated in 

MATLAB/Simulink using parameters in Table 2. 

Besides that, the different simulation scenarios with 

the specific cases are arranged based on the the 

uncertain behavior of RES in supplying the power 

load demand and multi-level sudden power load 

shedding as detailed in Table 3. 

Scenario I is arranged to investigate the effect of 

fluctuation and uncertainties of PWES and PPVES 

dependent on the ∆𝑃𝑤𝑖𝑛𝑑  and ∆𝑃𝑠𝑜𝑙𝑎𝑟 , respectively. 

Scenario I simulates three different conditions 

continuously as follows: 1) At Tsim = 2, the simulation 

investigates the condition if ∆𝑃𝑠𝑜𝑙𝑎𝑟  is higher than 

𝑃𝑤𝑖𝑛𝑑; 2) At Tsim = 7, the simulation investigates the 

condition if ∆𝑃𝑠𝑜𝑙𝑎𝑟 is lower than 𝑃𝑤𝑖𝑛𝑑. The ∆𝑃𝑙𝑜𝑎𝑑 

in Case 2 is bigger than Case 1 due to the assumption 

that WES has more stable electricity output than 

PVES; and 3) At Tsim = 12, the simulation investigates 

the condition if ∆𝑃𝑠𝑜𝑙𝑎𝑟 is equal to 𝑃𝑤𝑖𝑛𝑑. 

Scenario II is arranged to investigate the effect of 

multi-level load shedding. Scenario II also contains 

three cases simulated continuously as follows: 1) At 

Tsim = 2, it simulates the condition that the sudden 

load shedding occurs when the RES is still supplying 

the load demand. Thus, the SGES should reduce ∆𝑃𝑚 

significantly to avoid the excess power supplied; 2) 

At Tsim = 7, the RES is not supplying the load demand 

anymore. Thus, the ∆𝑃𝑚 is only adjusted depending 

on ∆𝑃𝑙𝑜𝑎𝑑; and 3) At Tsim = 12, it simulates a similar 

condition with Case 2 in the lower ∆𝑃𝑙𝑜𝑎𝑑 value. 

 

 
Table 4. Statistical comparison of optimal fitness value 

conducted by VIC-FOPID-HHO 

No. Stats. 
Optimizer 

AOA EOA HHO 

VIC-FOPID 

1 
Avg. 9.4 x 10-3 1.18 x 10-2 2.89 x 10-3 

Std.dev. 6.75 x 10-3 1.03 x 10-2 7.48 x 10-4 

II 
Avg. 1.71 x 10-2 2.34 x 10-2 8.63 x 10-3 

Std.dev. 1.75 x 10-2 2.14 x 10-2 1.2 x 10-2 

VIC-PID 

1 
Avg. 1.13 x 10-2 1.24 x 10-2 1.11 x 10-2 

Std.dev. 1.25 x 10-3 2.11 x 10-3 1.68 x 10-3 

II 
Avg. 4.08 x 10-2 2.35 x 10-2 2.32 x 10-2 

Std.dev. 2.69 x 10-2 6.37 x 10-4 4 x 10-6 

 

 

 
Figure. 4 Convergence curve comparison of average 

fitness value of the algorithms 
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4.1 Statistical assessment 

The statistical comparison between the proposed 

methods and the other well-known algorithms is 

tabulated in Table 4. HHO is compared with EOA 

and AOA. The statistical results are collected within 

100 iterations in 30 runs. The statistical results 

measure the performances of the algorithms.  

Due to the objective function in Eq. (13) aims to 

minimize the ITAE, thus better accuracy and 

consistency can be indicated by lower average (Avg.) 

and lower standard deviation (Std.dev.) of the fitness 

values, respectively. From Table 4, the superiority of 

HHO over AOA and EOA in optimizing VIC-FOPID 

and VIC-PID is observable due to it producing the 

lowest Avg. and Std.dev. of fitness values in almost 

all cases. It means the HHO has the best accuracy and 

consistency over the compared algorithms in tackling 

optimization cases in this paper. 

4.2 Convergence curve analysis 

The process of the algorithms in finding the best 

solution is illustrated in the convergence curve as 

given in Fig. 4. This curve represents the performance 

of the algorithms in exploring and exploiting the best 

candidate solutions. Based on Fig. 4, HHO conducts 

the lowest value since the first iteration until the 

convergence result is achieved. The convergence 

curves of all algorithms are acceptable due to not 

being stuck in local optima. Besides that, HHO is the 

fastest algorithm to achieve its convergence within 16 

iterations, which is followed by AOA and EOA 

within 19 and 26 iterations, respectively. Moreover, 

the average lowest fitness value conducted by HHO 

is 1.15 x 10-2, which is 41.62% and 31.98% better 

than AOA of 1.97 x 10-2 and EOA of 1.78 x 10-2, 

respectively. 

 
Table 5. Optimal parameters for VIC-FOPID and VIC-PID by AOA, EOA, and HHO 

VIC-FOPID  VIC-PID 

Optimizer 
Parameters  Parameters 

KP KI KD λ μ KVI DVI  KP KI KD KVI DVI 

Scenario I  Scenario I 

AOA 1.744 1.091 0.751 0.967 0.371 0.01 19.657  1.998 1.993 0.01 0.01 19.993 

EOA 1.712 0.91 0.561 1.421 0.088 0.01 11.048  1.982 2 1.182 0.01 20 

HHO 2 1.956 2 1.956 1.242 0.01 19.564  1.845 1.982 0.041 0.612 19.921 

Scenario II  Scenario II 

AOA 1.355 1.401 0.01 1.993 0.01 1.038 13.149  1.903 0.04 0.01 0.01 18.982 

EOA 1.83 1.782 0.01 0.601 1.503 0.01 9.115  1.903 2 0.312 0.01 19.941 

HHO 1.753 1.998 0.01 0.011 0.01 0.04 20  1.113 1.989 1.559 0.01 20 

 

 

 
Figure. 5 ∆𝑓 comparisons in Scenario I 
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4.3 Time domain simulation 

The optimal parameters for VIC-FOPID and 

VIC-PID are tabulated in Table 5. These parameters 

are investigated by time domain simulation based on 

scenarios. The dynamic behavior of the system when 

minor disturbances occur is described, including the 

RoCoF or frequency nadir, overshoot, and settling 

time.  

4.3.1. Scenario I 

In Scenario I, the simulation investigates the 

effect of fluctuation and uncertainties of PWES and 

PPVES in the dynamic behavior of HRES. The 

investigation is focused on the ∆𝑓response as given 

in Fig. 5. Besides that, the ∆𝑓response is detailed in 

Table 6. The minor disturbances are simulated in 

specific times, there are 2, 7, and 12 s time 

simulations. Thus, it can be seen in the base case 

(Without VIC) that the oscillation occurs in 2 s, then 

the oscillation becomes higher in 7 s due to larger 

disturbances. In the situation without VIC, the worst 

frequency nadir occurred in HRES of -1.25 x 10-3 p.u. 

at 7.75 s. Besides that, the maximum overshoot 

occurred at 9.79 s of 1.21 x 10-3 p.u. After that, the 

residual disturbances in 12 s make the HRES return 

to its steady-state response after 18.54 s. 

With VIC, the ∆𝑓 response is significantly 

improved. The RoCoF is reduced which means 

frequency nadir also improved. Besides that, the 

maximum overshoot is damped properly resulting in 

a better settling time. The results show that the 

FOPID gives better stability improvement than the 

basic PID. The best improvement is achieved by 

VIC-FOPID-HHO with a frequency nadir of -1.32 x 

10-4 p.u. at 7.09 s and a maximum overshoot of 1.87 

x 10-5 p.u. at 10 s, which is 89.44% and 98.45% better 

than the base case without VIC, respectively. 

Moreover, the settling time is also significantly 

reduced by 61.48% of 7.14 s. These results justify the 

superiority of the proposed method in enhancing the 

stability of HRES with the fluctuation and 

uncertainties of PWES and PPVES dependent on the 

∆𝑃𝑤𝑖𝑛𝑑 and ∆𝑃𝑠𝑜𝑙𝑎𝑟, respectively. 

Besides that, the improvement conducted by the 

other methods in Scenario I is given in the following: 

VIC-FOPID-AOA, frequency nadir of -1.42 x 10-

4 p.u. at 7.09 s, maximum overshoot of 2.07 x 10-5 p.u. 

at 10.7 s, and settling time 7.38 s, which are 88.64%, 

98.28%, and 60.19% better than without VIC, 

respectively. 

VIC-FOPID-EOA, frequency nadir of -2.67 x 10-

4 p.u. at 7.19 s, maximum overshoot of 6.71 x 10-5 p.u. 

 

Table 6. Detailed ∆𝑓 response in Scenario I 

Controller 

Response 

Frequency 

Nadir 

(p.u.) 

Maximum 

Overshoot 

(p.u.) 

Settling 

Time 

(s) 

Without VIC 
-1.25 x 10-

3 
1.21 x 10-3 18.54 

VIC-FOPID-

AOA 

-1.42 x 10-

4 
2.07 x 10-5 7.38 

VIC-FOPID-

EOA 

-2.67 x 10-

4 
6.71 x 10-5 7.84 

VIC-FOPID-

HHO 

-1.32 x 10-

4 
1.87 x 10-5 7.14 

VIC-PID-AOA 
-2.11 x 10-

4 
2.3 x 10-5 7.36 

VIC-PID-EOA 
-1.52 x 10-

4 
7.56 x 10-6 7.11 

VIC-PID-HHO 
-1.69 x 10-

4 
2.58 x 10-5 7.48 

 

 

 at 10.08 s, and settling time 7.84 s, which are 78.64%, 

94.45%, and 57.71% better than without VIC, 

respectively. 

VIC-PID-AOA, frequency nadir of -2.11 x 10-4 

p.u. at 7.14 s, maximum overshoot of 2.3 x 10-5 p.u. 

at 9.1 s, and settling time 7.36 s, which are 83.12%, 

98.09%, and 50.91% better than without VIC, 

respectively. 

VIC-PID-EOA, frequency nadir of -1.52 x 10-4 

p.u. at 7.07 s, maximum overshoot of 7.56 x 10-6 p.u. 

at 47.21 s, and settling time 7.11 s, which are 87.84%, 

99.37%, and 61.65% better than without VIC, 

respectively. This result shows that improper 

parameters can lead to the surge of the oscillation 

over a very long time which is indicated by the 

maximum overshoot that occurred at 47.21 s. Even 

though, the overshoot value does not exceed the 

steady-state limit. 

VIC-PID-HHO, frequency nadir of -1.69 x 10-4 

p.u. at 7.2 s, maximum overshoot of 2.58 x 10-5 p.u. 

at 9.1 s, and settling time 7.48 s, which are 86.84%, 

97.86%, and 59.65% better than without VIC, 

respectively. 

4.3.2. Scenario II 

In Scenario II, the simulation investigates the 

dynamic behavior of HRES when multi-level load 

shedding has occurred. The ∆𝑓 response is given in 

Fig. 6. Besides that, the detailed response is given in 

Table 7. In 2 s, the load shedding occurs when the 

RES still supplying power to the load, it makes the 

overshoot very high as seen in the base case (Without 

VIC). The maximum overshoot reaches 5.69 x 10-4 

p.u. at 3.18 s, while the frequency nadir of -2.3 x 10- 
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Figure. 6 ∆𝑓 comparisons in Scenario II 

 

Table 7. Detailed ∆𝑓 response in Scenario II 

Controller 

Response 

Frequency 

Nadir 

(p.u.) 

Maximum 

Overshoot 

(p.u.) 

Settling 

Time 

(s) 

Without VIC -2.3 x 10-4 5.69 x 10-4 36.18 

VIC-FOPID-

AOA 

-5.97 x 10-

6 
8.32 x 10-5 13.57 

VIC-FOPID-

EOA 

-8.58 x 10-

6 
1.01 x 10-4 15.32 

VIC-FOPID-

HHO 

-5.89 x 10-

6 
3.62 x 10-5 18.11 

VIC-PID-AOA 
-3.02 x 10-

5 
6.61 x 10-5 54.5 

VIC-PID-EOA 
-1.81 x 10-

5 
4.28 x 10-5 73.18 

VIC-PID-HHO 
-1.74 x 10-

5 
3.86 x 10-5 75.32 

 

 

4 p.u. at 5.345 s. the multi-level load shedding makes 

the settling time longer of 36.18 s. 

The VIC addition is effective in dampening the 

oscillation when multi-level load shedding occurs. 

VIC-FOPID shows promising results, while the VIC-

PID is a bit difficult in suppressing the frequency 

nadir reduction. The best improvement is achieved by 

VIC-FOPID-HHO. The VIC-FOPID-HHO can 

significantly dampen the overshoot by 93.67% of 

3.62 x 10-5 p.u. at 2.1 s. The frequency nadir is also 

reduced by 97.4% of -5.89 x 10-6 p.u. However, the 

side effect from additional controllers like VIC 

makes the response take longer to return to its 

reference point. It can be seen from the frequency 

nadir occurred at 83.82 s. However, it is not a 

problem due to the VIC is proven to reduce the 

settling time of HRES to achieve the steady-state 

limit at 18.11 s. It is 49.94% better than the base case 

without VIC. These results prove the VIC-FOPID-

HHO is superior in enhancing the stability of HRES 

when multi-level load shedding occurs. 

Besides that, the improvement conducted by the 

other methods in Scenario II is given in the following: 

VIC-FOPID-AOA, frequency nadir of -5.97 x 10-

6 p.u. at 42.17 s, maximum overshoot of 8.32 x 10-5 

p.u. at 2.4 s, and settling time 13.57 s, which are 

98.44%, 85.37%, and 62.49% better than without 

VIC, respectively. 

VIC-FOPID-EOA, frequency nadir of -8.58 x 10-

6 p.u. at 39.6 s, maximum overshoot of 1.01 x 10-4 p.u. 

at 2.3 s, and settling time 15.32 s, which are 96.27%, 

82.24%, and 57.65% better than without VIC, 

respectively. 

VIC-PID-AOA, frequency nadir of -3.02 x 10-5 

p.u. at 34.58 s and maximum overshoot of 6.61 x 10-

5 p.u. at 2.2 s, which are 86.87% and 88.38% better 

than without VIC, respectively. However, the settling 

time of VIC-PID-AOA is 54.5 s, which is 50.63% 

longer than without VIC. 

VIC-PID-EOA, frequency nadir of -1.81 x 10-5 

p.u. at 51.82 s and maximum overshoot of 4.28 x 10-

5 p.u. at 2.1 s, which are 92.13% and 92.47% better 

than without VIC, respectively. However, the settling 

time of VIC-PID-EOA is 73.8 s, which is 102.26% 

longer than without VIC. 
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VIC-PID-HHO, frequency nadir of -1.74 x 10-5 

p.u. at 55.83 s and maximum overshoot of 3.86 x 10-

5 p.u. at 2.1, which are 92.43% and 93.21% better 

than without VIC, respectively. However, the 

settling time of VIC-PID-HHO is 75.32 s, which is 

108.18% longer than without VIC. 

5. Conclusion  

The stability improvement of HRES is proposed 

by using VIC-FOPID-HHO. HRES is designed with 

in simple model to focus the investigation on the 

dynamic behavior of the system. HRES consists of 

SGES, WES, PVES, and ESU to realize the VI 

emulation. The proposed method is evaluated with 

two scenarios representing the RES behavior 

condition, and multi-level sudden power load 

shedding. The main findings supporting the 

significant contribution of this paper are summarized 

in the following: 

1) The superiority of HHO over AOA and EOA 

in optimizing VIC-FOPID and VIC-PID is 

observable in statistical assessment and 

convergence curves. The optimal solution 

provided by HHO is 41.62% and 31.98% better 

than AOA and EOA, respectively. 

2) Scenario I simulates the fluctuation and 

uncertainties of RES in supplying power load 

demand. In this scenario, PWES and PPVES are 

dependent on the ∆𝑃𝑤𝑖𝑛𝑑  and ∆𝑃𝑠𝑜𝑙𝑎𝑟 , 

respectively. The VIC-FOPID-HHO is proven 

to conduct the best stability improvement with 

frequency nadir improvement of 89.44% and 

maximum overshoot reduction of 98.45%. 

Moreover, the settling time is 61.48% better 

than the base case. 

3) Scenario II simulates the HRES when multi-

level load shedding occurs. The very high 

overshoot can be dampened significantly with 

VIC-FOPID-HHO of 93.67% compared to the 

base case. Besides that, the frequency nadir 

also improved by 97.4%. Moreover, the 

settling time is 49.94% better than the base 

case. 

Considering the success of VIC-FOPID-HHO in 

improving the stability of HRES, further 

investigation should be conducted in future work. 

The investigation can be implemented in more 

complex systems like interconnected power systems 

with multi-machines and multi-areas. Besides that, 

the ESU model for VI emulation can be detailed with 

different types of recent novel ESU models. 

 

Nomenclature 

Avg. Average in statistic 

BL Lower bound 

BU Upper bound 

Eesc Escaping energy of the rabbit 

Eo Initial energy of the rabbit 

D Damping properties 

DVI Virtual damping 

H Inertia properties 

Hi Initial position of the hawk in HHO 

Hm Average of the position of the hawk 

Hrand Random hawk 

H(T) Position of the hawk 

J Jumping movement of HHO 

KD Derivative gain 

KI Integral gain 

KP Proportional gain 

Ks Contant in the secondary f controller 

LF Levy flight 

Npop Number of population in HHO 

Pgov Generated power in the turbine 

Pload Power load demand 

Pm Change of  mechanical power in SGES 

Psolar Solar irradiation level 

PVI Virtual inertia 

Pwind Wind speed level 

q Parameter for movement of the hawk 

R Speed droop controller 

resc Probability of the rabbit escaping 

Ri Rabbit position 

RVI Virtual inertia droop 

r1, r2, r3, 

r4, r5, 

Randomly uniform distribution values 

between 0 to 1 in HHO 

Std.dev. Standard deviation in statistic 

T Iteration 

TESU Time response of ESU 

Tgov Time response of the governor in SGES 

TINV Time response of inverter 

TPVES Time response of PVES 

Tmax Maximum iteration 

Ttur Time response of the turbine in SGES 

Tsim_max Maximum of the time simulation 

TWES Time response of WES 

VFOPID FOPID output 

Δf RoCoF 

ΔVref1 Reference signal from the primary f 

controller 

ΔVref2 Reference signal from the secondary f 

controller 

ΔVref3 Reference signal for ESU to generate VI 

emulation 

β Bias factor 

𝜎𝑒𝑖𝑔 Damping factor 

𝜉𝑒𝑖𝑔 Damping ratio 

λ, μ Fractional order 

λeig Eigenvalue of the system 

𝜔𝑒𝑖𝑔 Oscillation factor 

 

List of Abbreviation 

AOA Arithmetic Optimization Algorithm 

EOA Equilibrium Optimization Algorithm 
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ESU Energy Storage Unit 

FLC Fuzzy Logic Controller 

FA Firefly Algorithm 

FOPID Fractional Order Proportional-Integral-

Derivative 

FPA Flower Pollination Algorithm 

HHO Harris Hawk Optimization 

HRES Hybrid Renewable Energy Systems 

ITAE Integral Time Absolute Error 

MRFA Manta Ray Foraging Algorithm 

PSS Power System Stabilizer 

PVES Photovoltaic Energy Systems 

RoCoF Rate of Change of Frequency 

SGES Synchronous Generator Energy Systems 

SVC Static VAR Compensator 

VIC Virtual Inertia Controller 

WES Wind Energy Systems 
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