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Abstract: Cervical cancer is a significant health issue for women and ranks fourth in the world among the most 

dangerous cancers. An automatic diagnostic system is needed for pap smears to assist medical experts in diagnosing 

cervical cancer. One of the automatic diagnosis systems in detecting cervical cancer is semantic segmentation. 

Convolutional Neural Networks (CNN), particularly the U-Net architecture, have been widely used for segmentation 

tasks in medical imaging. Although U-Net has demonstrated effectiveness, its performance on low-quality images is 

often suboptimal, with issues such as loss of fine details during the down-sampling process. This study combines 

image enhancement and Double Dropout USeg-Net (DDUSeg-Net). Image enhancement techniques are applied to 

pap-smear images to improve image quality such as Gamma Correction for enhanced contrast, and Median Filtering 

for reduced noise. The proposed DDUSeg-Net architecture builds on the U-Net model by incorporating two U-Net 

blocks for more detailed feature extraction. SegNet's pooling indices are added to preserve spatial information during 

the segmentation process. Additionally, dropout layers are introduced to prevent overfitting and reduce the model's 

overall complexity. The image enhancement results indicate that the Mean Squared Error (MSE), Peak Signal to Ratio 

(PNSR), and Structural Similarity Image Index (SSIM) are above 85%. The performance metrics for the DDUSeg-Net 

model obtained accuracy, precision, recall, and F1-score above 90%. This analysis used 2D pap-smear images from 

the Herlev dataset. Overall, the combination of image enhancement and DDUSegNet demonstrates strong robustness 

in the segmentation of pap-smear images, effectively balancing the detection of the intersection areas between the 

nucleus, cytoplasm, and background. 
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1. Introduction  

Cervical cancer is a significant health issue for 

women and ranks fourth in the world among the most 

dangerous cancers [1]. Detection of cervical cancer 

can be done through a pap smear test [2].  The pap-

smear test examines cervical cells under a 

microscope to determine the potential of these cells 

to develop into cancer in the future [3]. However, the 

manual pap-smear examination is relatively time-

consuming and subjective, making it prone to errors 

[4]. An automatic diagnostic system is needed for pap 

smears to assist medical experts in diagnosing 

cervical cancer. One of the automatic diagnosis 

systems in detecting cervical cancer is image 

segmentation. Image segmentation is an image 

processing technique used to separate objects from 

the background for easier analysis. Segmentation in 

pap-smear images separates the nucleus and 

cytoplasm from other areas. The semantic 

segmentation methods are the Convolutional Neural 

Network (CNN). 

CNN can be used in image-processing tasks such 

as image classification and image segmentation.  

CNN is capable of effectively extracting features 

from large datasets [5, 6]. One of the popular CNN 

architectures for segmentation is U-Net. The U-Net 
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consists of an encoder and a decoder connected by a 

bridge [7]. The encoder extracts features from the 

input image, while the decoder reconstructs the image 

size based on the features extracted by the encoder 

[8]. Desiani et al [9] applied U-Net for cervical cancer 

segmentation and obtained accuracy, sensitivity, 

specificity, and F1-Score below 80%. Arum et al [10] 

applied U-Net for cervical cancer segmentation and 

obtained accuracy, sensitivity, and IoU below 80%. 

Nazir et al [11] applied the U-Net for cervical cancer 

segmentation and obtained sensitivity above 90%. 

However, the IoU and specificity were below 80%. 

The U-Net is generally more effective with high-

quality images, but pap-smear images sometimes 

have low quality, such as low contrast, non-uniform 

color, and noise [12, 13].  

The low quality can be addressed through image 

enhancement techniques. Image enhancement 

methods include Gamma Correction and Median 

Filter. Gamma correction improves the contrast of 

dark images through non-linear pixel transformation 

[9]. Sangeeta [14] applied Gamma Correction with 

weight distribution and CLAHE on cervical 

segmentation and obtained an SSIM of 0.5 and a 

PSNR of 12 dB. The low SSIM and PSNR can be 

attributed to factors such as increased noise intensity 

due to image enhancement. One method to reduce 

noise in images is the median filter, which works by 

evaluating the light levels using the median value 

[15]. Shiney et al [16] applied a median filter without 

contrast enhancement in cervical cancer and obtained 

an SSIM value above 0.9. However, the PSNR was 

below 25 dB, which indicates that a combination of 

contrast enhancement and noise reduction is 

necessary to achieve a high-quality image. High-

quality images can lead to more accurate and optimal 

segmentation. The U-Net applies down-sampling 

(reducing resolution) in the encoder to capture global 

features from the image. However, down-sampling 

can lead to the loss of important fine details, 

particularly in small objects or complex regions of the 

image, which are crucial for segmentation [17]. To 

overcome the limitations of U-Net, a new approach is 

needed to enhance the model's capacity to capture 

fine details in images, such as Double U-Net. 

The Double U-Net is a development of the U-Net 

with the addition of a second U-Net block. The 

Double U-Net can capture more accurate and detailed 

features compared to a single U-Net, as the second U-

Net block refines the results from the first block [18]. 

The Double U-Net has been applied in several studies, 

such as the segmentation of skin lesions, the 

segmentation of optic cups and optic discs, and the 

segmentation of brain metastases [19-21]. Double U-

Net enhances segmentation accuracy but increases 

model complexity. The high complexity arises from 

the double process in down-sampling and up-

sampling, which demand more memory and 

computation time, potentially reducing efficiency, 

particularly with large or high-resolution datasets 

[22]. Additionally, the double down-sampling in 

Double U-Net can lead to loss of spatial information. 

The loss of spatial information, particularly in small 

objects or detailed areas, negatively impacts the final 

segmentation quality [23]. In addition, Double U-Net 

has a complex model that has the potential to overfit, 

especially on small datasets. Overfitting causes a 

decrease in the model's generalization ability on new 

data that has not been trained [24]. Another CNN 

architecture that can overcome the weaknesses of 

double U-Net is SegNet. 

SegNet is a network architecture specifically 

designed for image segmentation. The SegNet uses 

the VGG16 backbone, which consists of deeper 

convolutional layers [25]. VGG16 can extract more 

complex and detailed features, enabling the model to 

recognize various patterns and characteristics in 

images [26]. SegNet can preserve spatial information 

by using a max-pooling index during down-sampling, 

which ensures crucial spatial details are reconstructed 

correctly during up-sampling [27]. Teixeria et. al  

[28] applied the SegNet for cervical segmentation 

and obtained accuracy above 90%. However, this 

study obtained sensitivity below 70%. Yu [29] 

applied the SegNet for epithelial segmentation in 

cervical images and obtained accuracy and 

specificity above 90%. However, this study obtained 

sensitivity below 75%. The pooling indices in max 

pooling can retain spatial information in Double U-

Net. Additionally, the large number of layers in 

Double U-Net increases the number of parameters, 

which can lead to overfitting [30]. One method that 

can reduce the number of parameters and prevent 

overfitting is Dropout [31]. Dropout deactivates 

neurons randomly during training, reducing 

parameters and helping prevent overfitting [32], [33]. 

Rasheed et al [34] applied Dropout in U-Net for 

cervical cancer segmentation and obtained accuracy 

and F1-Score above 90%. Nazir et al [11] applied 

Dropout on U-Net in cervical cancer segmentation 

and obtained sensitivity above 90%, but the 

specificity and IoU were still below 80%. 

This study not only focuses on cervical cancer 

cell segmentation but also combines image 

enhancement methods and new CNN architectures. 

The image enhancement process includes gamma 

correction and a median filter. The gamma correction 

is used to enhance contrast and improve pixel 

intensity distribution in pap-smear images, while the 

median filter is used to reduce noise in pap-smear 
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images. In the segmentation stage, this proposed 

method developed a new architecture called 

DDUSeg-Net, which is an enhancement of the 

traditional U-Net. The DDUSeg-Net combines two 

U-Net blocks where each U-Net block is replaced 

with SegNet and dropout layers are added to every 

encoder and decoder layer. The DDUSegNet is 

designed to improve segmentation performance and 

maintain spatial information by using pooling indices. 

The dropout layers within the encoder and decoder 

help reduce the number of model parameters, 

optimizing the architecture for greater efficiency. By 

combining image enhancement and DDUSeg-Net 

architecture, the proposed method is expected to 

provide more accurate and valid results in identifying 

changes in cervical cancer cells. The image 

enhancement evaluation is measured based on Mean 

Squared Error (MSE), Peak Signal-to-Noise Ratio 

(PSNR), and Structural Similarity Index (SSIM), 

while model performance evaluation is measured by 

calculating accuracy, sensitivity, specificity, F1-

Score, Intersection over Union IoU, and G-mean. The 

proposed method is expected to help obtain the 

features needed by medical personnel to diagnose 

cervical cancer so that the diagnosis results are more 

valid and accurate. This paper is structured as 

follows: section 2 describes the proposed method, 

which consists of data description, image 

enhancement, DDUSeg-Net architecture, and 

evaluation. Section 3 describes the research results 

and discussions. Section 4 concludes this paper. 

2. Research method  

The study proposes a method to combine image 

enhancement with a new CNN architecture. The 

image enhancement stage is performed using gamma 

correction and median filter. The image enhancement 

aims to optimize image quality by adjusting 

brightness levels and reducing noise. The new 

architecture is named DDUSegNet, which is 

specifically designed to obtain important features in 

pap smears to diagnose cervical cancer. The 

workflow of this study is illustrated in Figure 1. 

Based on Figure 1, the input image for the 

proposed method uses a pap-smear image. In the 

image enhancement using Gamma Correction and 

median filter. The dataset will be divided into training 

data, validation data, and testing data. The training 

data is used to train the DDUSeg-Net model, while 

the validation data is used to assess the performance 

of the model during training. After completing the 

training stage and saving the results, the process 

moves to the testing stage to evaluate the model's 

segmentation performance in segmentation cervical 

cancer. The effectiveness of image enhancement will 

be assessed using MSE, PSNR, and SSIM, while the 

model performance will be evaluated based on 

accuracy, sensitivity, specificity, F1-score, 

Intersection over Union (IoU), and Geometric Mean 

(G-Means). 

 

 

 
Figure. 1 Workflow of the proposed method for cervical cancer segmentation 
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Figure. 2 The dataset of pap-smear image 

 

2.1 Data description 

The study used publicly accessible pap-smear 

images from the Herlev dataset [38]. The dataset 

consists of 917 images in 2D format (JPG), each sized 

150 × 140 pixels.  The 2D pap smear images are 

designed to capture cellular details that are important 

for the diagnosis of cervical cancer. The dataset is 

illustrated in Figure 2. 

Based on Figure 2, the original image shows noise 

and some unidentified features. However, the ground 

truth image is segmented which separates Nucleus, 

Cytoplasm, and Background. Groundtruth serves as a 

reference for evaluating the segmentation model by 

giving each cell component a different color. 

2.2 Image enhancement 

Image enhancement is the first step in improving 

pap-smear image quality before segmentation [35]. In 

the study, the image enhancement stage includes 

quality enhancement, contrast improvement, and 

noise reduction. This stage addresses challenges such 

as low contrast and noisy images, making the images 

more suitable for accurate analysis. 

2.2.1. Contrast limited adaptive histogram equalization 

Contrast Limited Adaptive Histogram 

Equalization (CLAHE) is a method used to enhance 

contrast in images. CLAHE can distribute intensities 

and adjust the original shadow intensities of the 

image [36]. The brightness level of the image contrast 

is set using the clip limit. 

2.2.2. Gamma correction 

Gamma correction is a method for adjusting 

image brightness by using a gamma function. 

Gamma correction classifies pixel intensities into 

bright and dark areas.  

2.2.3. Median filter 

The median filter is a method used to remove 

noise from images. The median filter removes noise 

by sorting pixels within a kernel and replacing the 

central pixel with the median value. 

2.3 Evaluation image enhancement 

In the study, the effectiveness of the image 

enhancement is evaluated using the MSE, PSNR, and 

SSIM. The MSE measures the average squared error 

between the original image and the image after 

enhancement. The lower MSE indicates a better 

method. MSE is calculated by Eq. (1) [37]. 

 

𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑ (𝑎𝑖𝑗 − 𝑚𝑖𝑗)

2𝑛
𝑗=1

𝑚
𝑖=1                         (1) 

 

𝑚 is image height. 𝑛 is the image width. 𝑎𝑖𝑗 is the 

pixel value of the original image at (i,j). 𝑚𝑖,𝑗 is the 

pixel value after median filtering. 

PSNR estimates image quality by comparing the 

processed image to the original. PSNR is calculated 

by Eq. (2) [37]. 

 

𝑃𝑆𝑁𝑅 = 10 log10 (
𝑠2

𝑀𝑆𝐸
)                                    (2) 

 

PNSR is the peak signal-to-noise ratio. 𝑠 is the 

highest image range.  

SSIM measures the similarity between two 

images. SSIM compares the original image to the 

distorted image using Eq. (3) [37]. 

 

𝑆𝑆𝐼𝑀(𝑖, 𝑗) =
(2𝜇𝑖𝜇𝑗)+(𝜎𝑖𝑗

2 )

(𝜇𝑖
2+𝜇𝑗

2)(𝜎𝑖
2+𝜎𝑗

2)
                               (3) 

 

𝜇𝑖  is the mean of the original image. 𝜇𝑗  is the 

mean of the processed image. 𝜎𝑖 is the variance of the 

original image. 𝜎𝑗  is the variance of the processed 

image. 𝜎𝑖𝑗
2  is the covariance between the original and 

processed images. 

2.4 Architecture modification 

The DDUSeg-Net architecture consists of two U-

Net blocks combined into a single model. Each U-Net 

block is modified with pooling Indices in the max 

pooling operation and a dropout at the end of each 

encoder and decoder block. The DDUSegNet 

consists of various layers, including the 

convolutional layer, pooling layer, and softmax 

activation function. The convolution layer process 

can be calculated by Eq. (4). 

 

𝑡𝑖𝑗 = ∑ ∑ 𝑚𝑢+𝑖𝑠,𝑣+𝑗𝑠 × 𝑘𝑢,𝑣 + 𝑏𝑞
𝑛−1
𝑣=0

𝑚−1
𝑢=0            (4) 
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𝑖 = 0,1, . . , (𝑛 − 1) and 𝑗 = 0,1, . . , (𝑛 − 1). 𝑡𝑖𝑗 is 

the entry of the convolution result matrix of the 𝑖-th 

and j-th, 𝑚𝑢+𝑖𝑠,𝑣+𝑗𝑠 is the entry of the input matrix of 

the 𝑢 + 𝑖𝑠  row and 𝑣 + 𝑗𝑠 column. 𝑘𝑢,𝑣 is the entry 

of 𝑢-th kernel matrix and 𝑣-th column. 𝑛 is kernel 

height and 𝑏𝑞  is the bias on 𝑞 -th filter with 𝑞 =

0,1, . . , (𝑛 − 1). 
In the proposed method, the pooling layer uses 

max-pooling for downsampling and pooling indices 

with unpooling for upsampling to restore spatial 

information. The max pooling reduces the spatial 

dimensions by selecting the maximum value within 

each defined region. The max pooling process can be 

calculated by Eq. (5). 

 

𝑌(𝑝,𝑞) = max (𝑇𝑖,𝑗)                                                  (5) 

 

𝑌(𝑖,𝑗)  is the pooled value from the input feature 

map 𝑇𝑖,𝑗 . The max pooling operation captures 

important features while making the model more 

efficient. During the max-pooling process, pooling 

indices are recorded, which represent the positions of 

maximum values, thereby preserving spatial details 

[9]. 

In the upsampling stage, the unpooling employs 

the recorded pooling indices to accurately place the 

maximum values back in their original positions. 

This process ensures precise spatial reconstruction. 

The upsampling stage can be calculated by Eq. (6). 

 

𝑌(𝑖,𝑗)
′ =  

{
𝑌(𝑝,𝑞)  𝑖𝑓 (𝑖, 𝑗) = 𝑝𝑜𝑜𝑙𝑖𝑛𝑔 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓(𝑝, 𝑞)

0       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                           
       (6) 

 

(𝑖, 𝑗)  refers to the original position in features 

before the max pooling stage.  

The softmax activation function is one of the non-

linear activation functions that functions for 

multiclass classification. The results of the softmax 

activation function can be seen in Eq. (7). 

 

𝑎(𝑡𝑖𝑗) =
𝑒

𝑟(𝑡𝑖𝑗)

∑ 𝑒𝑠𝑚𝑛
𝑚=1

                                               (7) 

 

𝑎(𝑡𝑖𝑗)  is the probability value for the i-th row and 

j-th column of the softmax function. 𝑟(𝑡𝑖𝑗)  is the 

input value of the ReLU activation function result. 

Categorical cross-entropy is a loss function used in 

semantic segmentation tasks. Categorical cross 

entropy can be calculated using Eq. (8). 

 

𝐿 = − ∑ 𝑦𝑖 . log 𝑎(𝑡𝑖𝑗)𝑚
𝑛                                            (8) 

 

𝑦𝑖 is the probability of the segmentation label at 

the i-th label.  𝑎(𝑡𝑖𝑗) is the input value of the softmax 

function result. 

2.5 Training and testing 

In the training stage, the model is trained using 

preprocessed data. The training configuration 

includes setting the number of epochs to 30 epochs, 

the batch size to 32, and the optimizer using Adam 

with a learning rate of 0.0001. In the testing stage, the 

model uses the best weights obtained from the 

training process to evaluate its performance on the 

testing data. The prediction results are compared to 

the ground truth. This comparison obtained a 

confusion matrix. The confusion matrix is essential 

for evaluating model performance. 

2.6 Evaluation model performance 

The parameters used to assess the success of 

segmentation performance, metrics such as accuracy, 

sensitivity, specificity, f1-score, IoU, and G-Means 

are used. The accuracy measures the overall 

correctness of the model. The sensitivity evaluates 

the model's ability to identify true positives. The 

specificity evaluates the model's ability to identify 

true negatives. The IoU assesses the accuracy of the 

intersection area between predicted and ground truth. 

F1-score evaluates the balance between sensitivity 

and specificity when the segmented image closely 

matches the ground truth. The performance of the 

proposed method will be compared with previous 

research results.

 

 
(a)                                     (b)                                              (c)                                         (d) 

Figure. 3 Example of the results image enhancement stage on pap-smear images (a)Original Image (b)CLAHE 

(c)Gamma Correction (𝛾 = 0.8)  (d)Median Filter (𝑘 = 4) 



Received:  September 26, 2024.     Revised: December 6, 2024.                                                                                      985 

International Journal of Intelligent Engineering and Systems, Vol.18, No.1, 2025           DOI: 10.22266/ijies2025.0229.70 

 

Table 1. PSNR and SSIM Results of Image Enhancement  

No File Name MSE PSNR SSIM 

1 148⋯4986-001.BMP 126.3 27.1 0.92 

2 148⋯5504-001.BMP 54.2 30.8 0.88 

3 148⋯5585-001.BMP 115.1 27.5 0.89 

⋮ ⋮ ⋮ ⋮ ⋮ 

5502 2095⋯6517-001.BMP 98.4 27.2 0.86 

Average 101.1 28.2 0.81 

 
Table 2. Comparison of PSNR and SSIM Results with 

Other Studies 

No Image Enhancement  MSE PSNR SSIM 

1 

Gamma Correction, 

Weight Distribution, 

and CLAHE  [14] 

- 12 0.5 

2 
CLAHE and Gaussian 

Filter [38] 
- 20.01 0.90 

3 CLAHE [39] 34.50 21.63 - 

4 Proposed Method 101.1 28.2 0.81 

 

3. Result and discussion  

3.1 Image enhancement stage 

The pap-smear image used in this study was 

obtained from the Herlev dataset with a dimension 

size of 150 × 140 pixels. The pap-smear image was 

image enhanced using the gamma correction and 

median filter. The image enhancement stage was 

carried out 6 times, consisting of 3 times for gamma 

correction and 3 times for the median filter. An 

example of the results of the image enhancement 

stage on pap-smear images can be seen in Figure 3. 

Based on Figure 3, the image enhancement results 

obtained 5502 from 6 times image enhancement 

where the original image was 917 images. The 

gamma correction used gamma (𝛾) of 0.6, 0.8, and 

1.2. The median filter used kernel (𝑘) of 3, 5, and 7. 

Figure 3 illustrates that the original image used 

CLAHE for contrast improvement, followed by 

gamma correction for brightness adjustment and 

median filtering to reduce noise. The effectiveness of 

the image enhancement stage was evaluated using 

MSE, PSNR, and SSIM. The PSNR and SSIM results 

for the 5502 images are summarized in Table 1. 

Based on Table 1, the average MSE is 101.1 

which shows the difference in image pixels resulting 

from image quality enhancement is relatively small 

compared to the original image. The average PSNR 

value obtained is 28.2 which shows that image 

quality enhancement is good enough, but there is still 

noise. The average SSIM obtained 0.92, indicating 

that the quality improvement result has a structure 

similar to the original image. The effectiveness of the 

proposed method in image enhancement is compared 

with the image enhancement result in other studies 

which can be seen in Table 2. 

Based on Tabel 2 shows the comparison of image 

enhancement results with other studies. [14] used the 

Gamma Correction, Weight Distribution, and 

CLAHE methods to obtain a PSNR of 13dB and 

SSIM of 0.6, indicating a significant difference 

between the enhanced image and the original image. 

Yang et al [38] used CLAHE and Gaussian Filter 

methods to obtain a PSNR of 20.01 and SSIM of 0.90. 

The result of  [38] indicated good quality 

improvement in the enhanced images compared to 

the original images. Nahrawi et al [39] obtained an 

MSE of 34.50 and a PSNR of 21.63, which were 

better than [14] but still below the proposed method. 

The proposed method obtains an excellent MSE of 

101.1 and PSNR of 28.2. However, SSIM in the 

proposed method was not as optimal as [38]. The 

difference was not significant and the higher MSE 

indicated excellent improvement in image quality. 

 

 
Figure. 4 Illustration of DDUSeg-Net architecture for cervical cancer segmentation 
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(a)                                                                                          (b) 

Figure. 5 Training results of the DDUSeg-Net architecture for cervical cancer segmentation (a)accuracy (b)loss 

 

 
(a)                                                                                          (b) 

Figure. 6 Training results of the DDUSeg-Net architecture for cervical cancer segmentation (a)f1-score (b)IoU 

 

 

3.2 DDUSeg-Net architecture 

The DDUSeg-Net is an architecture consisting of 

two U-Net blocks combined into a single model. 

Each U-Net in DDUSeg-Net has been modified with 

pooling indices on the max pooling operation and 

adding dropout at the end of each encoder and 

decoder block. The architecture of DDUSeg-Net is 

shown in Figure 4. 

Based on Figure 4, The DDUSeg-Net consists of 

two U-Net blocks, each with an encoder, bridge, and 

decoder. The encoder has 4 layers with convolution, 

ReLU activation, batch normalization, and max 

pooling with Pooling Indices. The first block uses a 

3×3 kernel with 32 filters, and subsequent blocks use 

64, 128, and 256 filters, with Dropout before pooling 

in the fourth block. The bridge features two 

convolution layers, ReLU activation, and batch 

normalization. The decoder has four blocks, each 

including unpooling with indices, two convolution 

layers, ReLU activation, and batch normalization, 

with 256, 128, and 64 filters in the first three blocks, 

and Dropout plus 1×1 convolution layers in the final 

block, ending with a softmax activation function. 

3.3 Training stage 

In this study, the data was split into 80% for 

training and 20% for testing. From the training set, 

20% was set aside for validation to monitor learning. 

The best weights were saved for testing. The 

accuracy and loss were measured during training and 

validation, as shown in Figure 5. 

Based on Figure 5 (a) it can be seen that the 

accuracy of the graph on the training data (blue line) 

and data validation (red line) continues to increase 

and is stable until the last epoch. In the first epoch, 

the accuracy of the training data is 66.9% which 

continues to increase gradually to 92.8%. For the data 

validation in the first epoch, the accuracy value is 

79.6% and continues to increase gradually to 92%. In 
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Figure 5 (b) the loss graph continues to decrease until 

the last epoch. In the first epoch, the loss value on the 

training data (blue line) is obtained at 0.7072 then the 

loss value decreases until the last epoch of 0.1669. In 

data validation (red line) the loss value also decreases 

and is stable until the last epoch. In data validation, 

the loss value in the first epoch is obtained at 0.4438 

and decreases until the last epoch of 0.1852. The 

increase in accuracy value and decrease in loss value 

at the training stage indicate that the model has good 

performance in learning and recognizing features in 

both training data and data validation. In addition to 

the accuracy and loss, the f1-score and IoU are also 

measured at the training stage. The results of the f1-

score and IoU graphs are shown in Figure 6. 

Based on Figure 6 (a) shows the F1-Score value 

on the training data (blue line) and validation data 

(red line) shows a significant and stable increase until 

the last epoch. The F1-Score value of the training data 

in the last epoch obtained of 92.8% and the validation 

data was 92.2%. The F1-score graph shows that the 

model training process has a very good level of 

precision and recall. In Figure 6 (b) the IoU on the 

training data (blue color) and validation data (red 

color) also show an increase from each epoch. The 

IoU on the last epoch of the training data was 81.5% 

and the validation data was 79.2%. The IoU obtained 

on the validation data is still below 80%, indicating 

that it is not optimal for detecting the cytoplasm, 

nucleus, and background. 

3.4 Testing stage 

In the testing stage, testing was carried out using 

testing data to see the success rate of the DDUSeg-

Net architecture in segmenting cervical cancer in pap 

smear images. At this stage, the best weights obtained 

from the training results were used for segmenting 

cervical cancer in the testing data. A comparison of 

the results of the testing stage and ground truth can 

be seen in Table 3. 

Based on Table 3 shows the results of 

segmentation and ground truth at the segmentation 

stage using the DDUSeg-Net architecture on pap 

smear images. At the segmentation stage, the 

prediction results produced are similar to the ground 

truth. The segmentation stage using the DDUSeg-Net 

architecture can recognize features in the image. The 

model performance evaluation value is obtained by 

comparing the segmentation results at the testing 

stage with the ground truth using the confusion 

matrix table. Performance evaluation is measured 

based on the values of accuracy, sensitivity, 

specificity, F1-Score, and IoU. The test results on the 

testing data can be seen in Figure 7. 

Table 3. Comparison of segmentation results and ground 

truth on the Herlev dataset 

No 
Original 

Image 

Ground 

Truth 
Prediction 

1 

   

2 

   

3 

   

 

 
Figure. 7 The comparison of DDUSegNet performance 

for cervical cancer segmentation  

 

 

Based on Figure 7 shows the evaluation value 

based on the accuracy, sensitivity, specificity, F1-

Score, IoU, and G-mean  for each label. The nucleus 

label is excellent in all five evaluations compared to 

other labels. The values obtained for the nucleus label 

are accuracy of 97.08%, sensitivity of 92.24%, 

specificity of 98.46%, F1-Score, 93.34%, Iou 87.52%, 

and G-mean 95.30%. The cytoplasm label obtained 

good accuracy, sensitivity, specificity, F1-Score, and 

G-mean of 86.27%, 89.64%, 83.06%, 88.43%, 

86.29%, while the IoU value obtained a sufficient 

value of 76.11%. In the Background label, very good 

accuracy and specificity were obtained, namely 

90.71% and 91.93%, the sensitivity of F1-Score, and 

G-Mean obtained good values, namely 85.75%, 

86.46%, and 88.79%, while IoU obtained a sufficient 

value of 76.59%. Another model performance 

evaluation was measured the Receiver Operating 

Characteristic (ROC) and Area Under the Curve 

(AUC). The ROC and AUC in cervical cancer 

segmentation can be seen in Figure 8. 
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Figure. 8 The ROC graph on cervical cancer 

segmentation using DDUSeg-Net architecture 

 

 

Based on Figure 8, the highest AUC value is 

obtained on the nucleus label, which is above 0.9, 

which means that the model performance is very 

good in distinguishing the nucleus label pixels from 

other label pixels. On the cytoplasm and background 

labels, the AUC value is good, which is above 0.85. 

This shows that the model performance results are 

good in distinguishing the cytoplasm and background 

pixels from other label pixels. 

3.5 Analysis and discussion 

This study combines the image enhancement 

stages (median filter, CLHAE, and gamma 

correction) with the segmentation stage using the 

DDUSeg-Net architecture. To determine the level of 

success of the proposed method, a comparison of 

performance results with several other studies is 

carried out as shown in Table 4. 

Based on Table 4, the comparison of other studies 

using the same dataset on pap smear images. [40] and 

[41] did not apply image enhancement stages. 

Kurnianingsih et al [41] applied Mask-RCNN for 

cervical cancer segmentation with 3 classes and 

obtained a sensitivity of 94%, but a specificity below 

90%. Desiani et al [9] applied U-Net with 

normalization, CLAHE, and gamma correction 

obtained accuracy, sensitivity, and specificity below 

80%. Although the sensitivity value of the proposed 

method is lower than [40]. The sensitivity of the 

proposed method is excellent, which is above 85%. 

The sensitivity above 85% indicated predicts the 

nucleus and cytoplasm. The accuracy of the proposed 

method is excellent compared to other studies, which 

is above 90%. The accuracy above 90% indicates the 

DDUSegNet demonstrates robust performance in 

correctly predicting the images. The specificity of the 

proposed method is above 90%. The specificity 

above 90% indicated that the DDUSeg-Net model is 

excellent for predicting background. The comparison 

of f1-Score, IoU, and G-mean with other studies can 

be seen in Table 5.Based on Table 5, the comparison 

of other studies results using the same dataset on pap 

smear images. The f1-Score of the proposed method 

is more excellent than other studies, which is above 

85%. The f1-score above 85% indicated that the 

DDUSeg-Net has a balanced precision and recall. 

Sabeena et al [40] applied PA-Trans architecture and 

obtained IoU better than the proposed method. The 

IoU of the proposed method is 76%, indicating that 

the DDUSeg-Net has a good enough overlap between 

the prediction results and the ground truth. The G-

Mean of the proposed method was obtained above 

85%, indicating that the segmentation performance 

has a robust prediction between the nucleus, 

cytoplasm, and background. The results in Table 4 

and Table 5 show that the DDUSeg-Net is excellent 

and robust for cervical cancer segmentation in pap 

smear images.

 

 
Table 4. Performance comparison of DDUSeg-Net architecture for cervical cancer segmentation 

Segmentation Method Image Enhancement Method Acc (%) Sen (%) Spe (%) 

FC DenseNet56 [40] None - 87.67 - 

Mask-RCNN [41] None 89,8 72,5 94,3 

U-Net [9] Normalization, CLAHE, Gamma Correction 77 72 71 

DDUSeg-Net (Proposed) Median Filter, CLAHE, Gamma Correction 90,71 85,75 91,93 

 
Table 5. Comparison of F1-Score, IoU, and G-Mean with Other Studies  

Segmentation Method Image Enhancement Method 
F1-Score 

(%) 

IoU 

(%) 

G-Mean 

(%) 

FC DenseNet56  [40] None - 87.65 - 

PATrans [42] None - 89.7 - 

U-Net [9] Normalization, CLAHE, Gamma Correction 69 - - 

DDUSeg-Net 

(Proposed) 
Median Filter, CLAHE, Gamma Correction 86.46 76.59 88.79 
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4. Conclusion  

The proposed method combined cervical cancer 

segmentation with image enhancement methods. The 

image enhancement stage used CLAHE, Gamma 

Correction, and Median Filter. The MSE of the 

proposed method is above 100, indicating a relatively 

small difference in the enhanced image compared to 

the original image. The PSNR of the proposed 

method is above 25.  The PSNR above 25 shows that 

image quality improvement has good enough results, 

but there is still noise. The SSIM of the proposed 

method indicates that the enhanced image retains the 

structure and details similar to the original image. In 

the segmentation stage, the DDUSeg-Net model 

demonstrates excellent and robust performance in 

cervical cancer segmentation with all metrics 

approaching 90%. The accuracy, sensitivity, 

specificity, F1-Score, and G-Mean of the proposed 

method show effectiveness in segmenting the 

relevant features in pap smear images. In the future, 

the proposed method should focus on improving 

PSNR in image quality and increasing IoU in 

segmentation. 
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